Determination of Residual Stress Distributions in Polycrystalline Alumina using Fluorescence Microscopy
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Maps of residual stress distributions arising from anisotropic thermal expansion effects in a polycrystalline alumina are generated using fluorescence microscopy. The shifts of both the R1 and R2 ruby fluorescence lines of Cr in alumina are used to create maps with sub-µm resolution of either the local mean and shear stresses or local crystallographic $a$- and $c$-stresses in the material, with approximately ± 1 MPa stress resolution. The use of single crystal control materials and explicit correction for temperature and composition effects on line shifts enabled determination of the absolute values and distributions of values of stresses. Temperature correction is shown to be critical in absolute stress determination. Experimental determinations of average stress parameters in the mapped structure are consistent with assumed equilibrium conditions and with integrated large-area measurements. Average crystallographic stresses of order hundreds of MPa are determined with characteristic distribution widths of tens of MPa. The stress distributions reflect contributions from individual clusters of stress in the structure; the cluster size is somewhat larger than the grain size. An example application of the use of stress maps is shown in the calculation of stress-intensity factors for fracture in the residual stress field.
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1. Introduction

Single crystal alumina (Al₂O₃, corundum) has a trigonal crystal structure that exhibits anisotropic thermal expansion: The coefficient of thermal expansion (CTE) is greater along the crystallographic c-axis than in the basal plane that contains the three a-axes perpendicular to the c-axis. [1]. As a consequence, on cooling an unconstrained corundum single crystal the c-axis contracts more than the a-axes (contraction is isotropic in the basal plane), leading to an anisotropic stress-free strain state. On cooling polycrystalline Al₂O₃ from a high temperature, however, the mutual constraint of neighboring unaligned grains impedes the free CTE strains for an individual grain and residual stress fields are developed in the polycrystalline microstructure in reaction to the constraint [2]. Considerations of mechanical equilibrium for a polycrystal in which the grains are randomly oriented show that the mean normal stress in the crystallographic c-direction is tensile, \( \sigma_c > 0 \), and that in the a-direction is compressive, \( \sigma_a < 0 \) [3]. Mechanical equilibrium requires the mean spherical stress in the microstructure be zero, \( \sigma_M = 0 \), such that the mean normal stresses in the crystallographic frame have the relationship \( \sigma_c = -2\sigma_a \). Estimates for the magnitudes of these stresses on cooling polycrystalline Al₂O₃ from typical sintering temperatures are approximately 100 MPa, although the value depends on grain size, grain shape, the presence of other phases, and cooling rate [2, 4-7].

The nature of the microstructurally-driven residual stress field significantly affects the mechanical properties, especially fracture, of polycrystalline Al₂O₃. At the smallest length scale, residual tensile stresses can be relieved in the structure on cooling through the formation of spontaneous “microcracks”; these are typically localized to fracture of a single grain boundary facet or grain, and occur most frequently in large-grained materials [7-10]. Such microcracks form preferential locations for material removal under erosion or wear conditions and form strength-limiting flaws in structural applications. At an intermediate scale, sharp surface contacts generate localized plastic deformation zones in the material with attendant tensile stress fields that initiate and stabilize cracks, typically a few grain diameters in length [11]. The microstructural residual stress field can significantly impede or assist in the formation of such contact flaws, leading to significant strength degradation and potential material removal [9, 12]. At the largest length scale, long cracks traversing many grains in polycrystalline ceramics are often observed to have microstructural elements behind the crack tip acting to restrain crack opening and thus impede crack propagation [13, 14]. Such elements are particularly pervasive in Al₂O₃ and typically consist of either ligamentary bridges of a few grains formed by discontinuous crack propagation or frictional interlocks at a single grain boundary facet perpendicular to the predominant crack propagation direction [15]. In both cases, the local microstructural residual stress field is critical to the formation and subsequent deformation of the restraining elements [15, 16]. Such elements lead to significant increases in the toughness of the material with increases in crack length [9, 12, 15].
As a consequence of the above effects, knowledge of the microstructurally-driven residual stress field is critical in materials selection and design considerations for polycrystalline Al₂O₃. If the magnitude of the residual stress field is too large, the material will be prone to microcracking and hence would not be a good choice for applications in which resistance to small cracks is important, e.g., a wear-resistant coating. If the magnitude of the residual stress field is too small, the material will not exhibit much microstructural toughening and hence would not be a good choice for applications in which resistance to large cracks is important, e.g., a hermetic feed-through. If the distribution of the residual stress field is too heterogeneous, the material will exhibit variable crack initiation response at sharp contacts and hence would not be a good choice for applications in which strength predictability is important, e.g., a radar window. Hence, in order to optimize fabrication methods for polycrystalline Al₂O₃ so as to generate microstructures appropriate for specific applications, and to predict how a given microstructure will perform, a method is required that can measure and map polycrystalline Al₂O₃ residual stress distributions.

A method with sufficient spatial and stress resolution for mapping microstructure-related stress distributions in Al₂O₃ is fluorescence microscopy. The method is based on the shift in the fluorescence bands associated with Cr, a ubiquitous substitutional impurity for Al in Al₂O₃ [17]. The crystal field arising from the octahedral arrangement of O ions surrounding the Cr ions in Al₂O₃ leads to two closely-separated R1 and R2 bands that fluoresce at a wavelength of approximately 694 nm. It is this fluorescence that gives ruby (Al₂O₃:Cr) its characteristic red color. Applications of stress, changes in temperature, and different Cr compositions all distort the octahedra and associated crystal field and lead to shifts in the energies of the R1 and R2 fluorescence peaks. Early application of this phenomenon was the incorporation of calibrated ruby chips into diamond anvil cells for use as pressure gauges during high-pressure experiments [18]. Subsequent application was the measurement and mapping of stress in single-crystal and polycrystalline Al₂O₃, although works considering two-dimensional (2-D) mapping of microstructural residual stresses are few. A recent work [19] significantly extended spatial and stress resolution for 2-D Al₂O₃ stress mapping, in addition to introducing new stress-mapping methodologies. In that work, stress in a series of Cr-doped polycrystalline Al₂O₃ materials was mapped with sub-micrometer spatial resolution and about 10 MPa stress resolution. The work used the intensities and shifts of the R1 peak to define grain boundaries in the microstructures and generate σc stress maps, respectively. Scales for the stress maps were determined from the R1 peak-shift distributions and assumed Gaussian stress distributions. The work [19] provides a brief but comprehensive review of application of Cr fluorescence shift to stress measurement, with an emphasis on 2-D mapping.

Here, stress mapping in polycrystalline Al₂O₃ is further extended with attention focused on stress distribution determination. The determination includes four new and important experimental and analytical features: First, the determination is accomplished by using information from both the R1 and R2 peak shifts,
significantly increasing the precision of the stress determination. Second, stress determination includes explicit \textit{correction for temperature} changes during mapping, significantly increasing the accuracy of the stress determination—in fact, it will be shown that temperature correction is critical to obtaining absolute estimates of stress. Third, \textit{no particular form for the stress distributions} will be assumed. Fourth, the maps will \textit{divide the stress in two ways}, providing both local spherical and shear, as well as \textit{a-} and \textit{c}-direction, stress distributions. As before [19], stress determination will involve a correction for the effect of Cr composition on peak shift. In addition to generating information regarding residual stress distributions, the measurements will enable an experimental test of the equalities given above for the equilibrium mean stress values: \( \bar{\sigma}_M = 0 \) and \( \bar{\sigma}_c = -2\bar{\sigma}_a \). The next section develops the piezospectroscopic analysis required to convert R1 and R2 fluorescence peak shifts into stress maps and distributions, including comparisons with previously used large-area scans. Also included is a brief description of the fracture mechanics analysis employed in an example application of stress mapping in predicting the behavior of microcracks. This is followed by a description of the experimental methods, which are similar to those of the previous work. The results are presented first as maps and histograms of fluorescence intensity and shifts, and then as 2-D stress maps and histograms of stress distributions. Discussion centers on comparison of the results obtained here with those obtained in prior fluorescence-based residual stress studies of Al\(_2\)O\(_3\), the likely next steps in advancing the quantification of residual stress mapping using fluorescence, and comparison of the fluorescence mapping technique with techniques used to assess residual stress in other material systems.

2. \textbf{Analysis}

2.1. \textit{Stress optical analysis for mapping}

The energies, \( \nu \), (in wavenumbers, cm\(^{-1}\)) of the R1 and R2 fluorescence lines in Al\(_2\)O\(_3\):Cr are given by [20-23]

\[
\begin{align*}
\nu^{(1)} &= \nu_0^{(1)} + \Delta\nu^{(1)} + \Delta\nu_T^{(1)} + \Delta\nu_C^{(1)} \\
\nu^{(2)} &= \nu_0^{(2)} + \Delta\nu^{(2)} + \Delta\nu_T^{(2)} + \Delta\nu_C^{(2)} ,
\end{align*}
\]

where the superscripts \(^{(1)}\) and \(^{(2)}\) here and throughout indicate parameters associated with the R1 and R2 lines, respectively. The \( \nu_0 \) values are the energies or line positions of a reference material in the unstressed state at a reference temperature (here taken to be 298.8 K) with negligible Cr composition (here taken to be undoped sapphire). Figure 1 shows example spectra taken from single (pixel) locations on a sapphire reference and a polycrystalline Al\(_2\)O\(_3\):Cr material. The \( \nu_0 \) values of the R1 and R2 lines of the sapphire are indicated, as are the total shifts, \( \Delta\nu + \Delta\nu_T + \Delta\nu_C \), for the polycrystalline material. The shifts in line positions associated with changes in temperature and composition, \( \Delta\nu_T \) and \( \Delta\nu_C \) respectively, will be considered below. Here attention is first focused on the shift associated with stress, \( \Delta\nu \). In hyperspectral
fluorescence mapping, a spectrum of fluorescence intensity as a function of wavenumber, \( I(\nu) \), similar to that in Fig. 1, is obtained at every point in a map. The spectra are then analyzed to obtain \( \Delta \nu \) at every point in the map, such that stress maps can be generated.

The base equation for the change in energy with stress, \( \sigma_{ij} \), of fluorescence lines in the \( \text{Al}_2\text{O}_3 \) corundum structure is [21]

\[
\Delta \nu = \Pi_{11}\sigma_{11} + \Pi_{22}\sigma_{22} + \Pi_{33}\sigma_{33},
\]

(2)

where the tensor axes (1, 2, 3) correspond to the corundum crystallographic axes (\( a, m, c \)). The \( \Pi_{ij} \) terms are the piezospectroscopic coefficients and in corundum only those given in Eq. (2) are non-zero. In principal, the three-fold rotational symmetry about the corundum \( c \) axis should lead to equivalence of the \( a \) and \( m \) axes, and this is what is assumed here, using conventional notation of \( \Pi_{11} = \Pi_{22} = \Pi_a \) and \( \Pi_{33} = \Pi_c \). \( \Pi_a \) and \( \Pi_c \) are different for the R1 and R2 fluorescence lines such that there are four coefficients of interest: \( \Pi_a^{(1)}, \Pi_c^{(1)}, \Pi_a^{(2)}, \) and \( \Pi_c^{(2)} \). Under hydrostatic conditions, \( \sigma_{11} = \sigma_{22} = \sigma_{33} = -p \), where \( p \) is pressure, and thus

\[
\Delta \nu^{(1)} = -\left(2\Pi_a^{(1)} + \Pi_c^{(1)}\right)p
\]

(3a)

\[
\Delta \nu^{(2)} = -\left(2\Pi_a^{(2)} + \Pi_c^{(2)}\right)p.
\]

(3b)

Measurements of the piezospectroscopic coefficients show that the pressure coefficients are equal, \( 2\Pi_a^{(1)} + \Pi_c^{(1)} = 2\Pi_a^{(2)} + \Pi_c^{(2)} \) [22, 23], and thus under purely hydrostatic conditions \( \Delta \nu^{(1)} = \Delta \nu^{(2)} \). In fact, this condition is now taken as an indication of pure hydrostatic (\( i.e., \) zero shear) loading in high-pressure diamond anvil cell experiments that make use of Eq. (3) in determining pressure [24]. At high pressures (\( e.g., \) greater than several gigapascals), the coefficients vary considerably with pressure; for the small stresses considered here the \( \Pi \) values are constant.

Eq. (2) can be re-arranged to give [21, 25, 26]

\[
\Delta \nu = (2\Pi_a + \Pi_c)(\sigma_{11} + \sigma_{22} + \sigma_{33})/3 + (\Pi_c - \Pi_a)(2\sigma_{33} - \sigma_{11} - \sigma_{22})/3
\]

\[
= (2\Pi_a + \Pi_c)\sigma_M + (\Pi_c - \Pi_a)\sigma_S
\]

(4)

where the second line in Eq. (4) generalizes Eq. (3) and emphasizes that the first term provides a contribution to the shift from the local mean stress in the structure, \( \sigma_M \), and the second term provides a contribution from a local shear stress, \( \sigma_S \):

\[
\sigma_M = (\sigma_{11} + \sigma_{22} + \sigma_{33})/3
\]

(5a)

\[
\sigma_S = (2\sigma_{33} - \sigma_{11} - \sigma_{22})/3.
\]

(5b)

Writing

\[
\Pi_M = (2\Pi_a + \Pi_c)
\]

(6a)

\[
\Pi_S = (\Pi_c - \Pi_a),
\]

(6b)
enables Eq. (4) to be written compactly in matrix form for each fluorescence line as

\[
\begin{bmatrix}
\Delta v^{(1)} \\
\Delta v^{(2)}
\end{bmatrix}
=\begin{bmatrix}
\Pi_{M}^{(1)} & \Pi_{S}^{(1)} \\
\Pi_{M}^{(2)} & \Pi_{S}^{(2)}
\end{bmatrix}
\begin{bmatrix}
\sigma_{M} \\
\sigma_{S}
\end{bmatrix}.
\] (7)

Eq. (7) is easily inverted to give

\[
\begin{bmatrix}
\sigma_{M} \\
\sigma_{S}
\end{bmatrix}
=\begin{bmatrix}
\Pi_{M}^{(1)} & \Pi_{S}^{(1)} \\
\Pi_{M}^{(2)} & \Pi_{S}^{(2)}
\end{bmatrix}^{-1}
\begin{bmatrix}
\Pi_{S}^{(2)} & -\Pi_{S}^{(1)} \\
-\Pi_{M}^{(2)} & \Pi_{M}^{(1)}
\end{bmatrix}
\begin{bmatrix}
\Delta v^{(1)} \\
\Delta v^{(2)}
\end{bmatrix},
\] (8)

which allows two components of the stress field (\(\sigma_{M}, \sigma_{S}\)) to be determined from the two shift measurements (\(\Delta v^{(1)}, \Delta v^{(2)}\)).

Eq. (8) provides the basis for fluorescence-based residual stress mapping in polycrystalline Al\(_2\)O\(_3\) with no assumptions regarding the nature of the stress field at a point in the map or the distribution of stresses over the map. However, if the multiple \(\Delta v^{(1)}\) and \(\Delta v^{(2)}\) values obtained in a map are averaged to obtain the mean values \(\bar{\Delta v}^{(1)}\) and \(\bar{\Delta v}^{(2)}\), Eq. (8) then relates these latter values to the means of the spherical and shear stresses in the structure, \(\bar{\sigma}_{M}\) and \(\bar{\sigma}_{S}\) respectively, by

\[
\begin{bmatrix}
\bar{\sigma}_{M} \\
\bar{\sigma}_{S}
\end{bmatrix}
=\begin{bmatrix}
\Pi_{M}^{(1)} & \Pi_{S}^{(1)} \\
\Pi_{M}^{(2)} & \Pi_{S}^{(2)}
\end{bmatrix}^{-1}
\begin{bmatrix}
\Pi_{S}^{(2)} & -\Pi_{S}^{(1)} \\
-\Pi_{M}^{(2)} & \Pi_{M}^{(1)}
\end{bmatrix}
\begin{bmatrix}
\bar{\Delta v}^{(1)} \\
\bar{\Delta v}^{(2)}
\end{bmatrix}.
\] (9)

Eq. (9) provides a method for assessing the validity of the fluorescence-based mapping methodology by enabling a direct experimental test of the equilibrium condition \(\bar{\sigma}_{M} = 0\).

Alternatively, Eq. (2) can be used to relate the mean shift values \(\bar{\Delta v}^{(1)}\) and \(\bar{\Delta v}^{(2)}\) to the mean crystallographic stresses in the structure, \(\bar{\sigma}_{a}\) and \(\bar{\sigma}_{c}\), by

\[
\begin{bmatrix}
\bar{\Delta v}^{(1)} \\
\bar{\Delta v}^{(2)}
\end{bmatrix}
=\begin{bmatrix}
2\Pi_{a}^{(1)} & \Pi_{c}^{(1)} \\
2\Pi_{a}^{(2)} & \Pi_{c}^{(2)}
\end{bmatrix}
\begin{bmatrix}
\bar{\sigma}_{a} \\
\bar{\sigma}_{c}
\end{bmatrix}.
\] (10)

Eq. (10) is easily inverted to give

\[
\begin{bmatrix}
\bar{\sigma}_{a} \\
\bar{\sigma}_{c}
\end{bmatrix}
=\begin{bmatrix}
2\Pi_{a}^{(1)} & \Pi_{c}^{(1)} \\
2\Pi_{a}^{(2)} & \Pi_{c}^{(2)}
\end{bmatrix}^{-1}
\begin{bmatrix}
\Pi_{c}^{(2)} & -\Pi_{c}^{(1)} \\
-2\Pi_{a}^{(2)} & 2\Pi_{a}^{(1)}
\end{bmatrix}
\begin{bmatrix}
\bar{\Delta v}^{(1)} \\
\bar{\Delta v}^{(2)}
\end{bmatrix},
\] (11)

which allows the two mean components of the stress field in the crystallographic coordinates (\(\bar{\sigma}_{a}, \bar{\sigma}_{c}\)) to be determined from the two mean shift measurements (\(\bar{\Delta v}^{(1)}, \bar{\Delta v}^{(2)}\)). Eq. (11) also provides a method for assessing the validity of the methodology by enabling a direct experimental test of the equilibrium condition \(\bar{\sigma}_{c}/\bar{\sigma}_{a} = -2\).

If the stress field is equibiaxial in the corundum basal plane, \(\sigma_{11} = \sigma_{22} = \sigma_{a}\), with a different stress out of the plane, \(\sigma_{33} = \sigma_{c}\), the constraint that Eqs. (10) and (11) relate mean shifts and stresses is lifted, resulting in [27]
\[
\begin{bmatrix}
\Delta \nu^{(1)} \\
\Delta \nu^{(2)}
\end{bmatrix} = \begin{bmatrix}
2\Pi_a^{(1)} & \Pi_c^{(1)} \\
2\Pi_a^{(2)} & \Pi_c^{(2)}
\end{bmatrix}
\begin{bmatrix}
\sigma_a \\
\sigma_c
\end{bmatrix}
\]  \tag{12}

and thus
\[
\begin{bmatrix}
\sigma_a \\
\sigma_c
\end{bmatrix} = \left(2\Pi_a^{(1)}\Pi_c^{(2)} - 2\Pi_a^{(2)}\Pi_c^{(1)}\right)^{-1}\begin{bmatrix}
\Pi_c^{(2)} & -\Pi_c^{(1)} \\
-2\Pi_a^{(2)} & 2\Pi_a^{(1)}
\end{bmatrix}\begin{bmatrix}
\Delta \nu^{(1)} \\
\Delta \nu^{(2)}
\end{bmatrix}
\]  \tag{13}

Eq. (13) allows two components of the stress field \((\sigma_a, \sigma_c)\) in the crystallographic coordinates to be determined from the two shift measurements \((\Delta \nu^{(1)}, \Delta \nu^{(2)})\) and can be applied locally to map stresses in the same way as Eq. (8), providing the stress field is known or assumed to be transversely isotropic in the \(a-c\) coordinates. Eq. (13) applies exactly in the case of a \(c\)-axis single crystal fiber in a matrix [27-30], or in a \(c\)-axis single-crystal or \(c\)-axis aligned mosaic polycrystalline-film on a restraining substrate, or between two restraining layers [31]. In the case of an unaligned polycrystal, Eq. (13) provides a basis for residual stress mapping with the assumption that the CTE-induced residual stress field at a point within a grain is well-approximated by the transversely isotropic field described by Eq. (12). The linearity of Eqs. (10-13) implies that averaged over a large number of points in such a map, the mean \(\sigma_a\) and \(\sigma_c\) values inferred from the transversely isotropic stress approximation and the use of Eq. (13) converge to the \(\bar{\sigma}_a\) and \(\bar{\sigma}_c\) values of Eq. (11), such that the mean values agree independent of the approximation. Note that none of the above equations implies that the off-diagonal tensor shear-stress components, \(\sigma_{12}, \sigma_{13}, \) and \(\sigma_{23}\) are zero; fluorescence shift measurements are simply insensitive to these components. In fact, if there are spatial variations in on-diagonal \((\sigma_M, \sigma_S)\) or \((\sigma_a, \sigma_c)\) components, mechanical equilibrium requires the shear components to be non-zero. Note also that neither Eq. (8) nor Eq. (13) makes any assumptions regarding the probability distributions of stress components within the polycrystal.

### 2.2. Stress optical analysis for large-area scans

In a large area scan, an integrated intensity variation with wavenumber, \(I_A(\nu)\), is measured:
\[
I_A(\nu) = \frac{1}{A} \int_A I_{xy}(\nu) dxdy,
\]  \tag{14}

where the integral is over the scanned area \(A\) and \(I_{xy}(\nu)\) is the intensity spectrum arising from location \((x, y)\) within \(A\). For a reference material \(I_A(\nu) = I_0(\nu)\) and the reference peak position \(\nu_0\) is given by the first moment of the reference spectrum [3]:
\[
\nu_0 = \int I_0(\nu) \nu d\nu,
\]  \tag{15}

where the integral is over the measured wavenumber range encompassing the peak and a normalization of \(\int I_0(\nu) d\nu = 1\) is assumed for each R1 and R2 peak. The dispersion of the reference intensity is given by the second moment of the reference spectrum:
\[
\langle \nu^2 \rangle_0 = \int I_0(\nu) (\nu - \nu_0)^2 d\nu.
\]  \tag{16}
For a single crystal reference material as used here, $I_0(\nu)$ and thus $\nu_0$ and $\langle \nu^2 \rangle_0$ do not depend on the location of the measurement on the material or the scale of $A$.

For a polycrystalline material, the mean peak position in a large area scan, $\nu_A$, is given by

$$\nu_A = \int I_A(\nu) \nu \, d\nu, \quad (17)$$

where $\int I_A(\nu) \, d\nu = 1$ is assumed. The mean peak shift in the polycrystalline material is then given by a modification of Eq. (1):

$$\overline{\Delta \nu}_A = \nu_A - \nu_0 - \overline{\Delta \nu}_T - \overline{\Delta \nu}_C, \quad (18)$$

where $\overline{\Delta \nu}_T$ and $\overline{\Delta \nu}_C$ are the average shifts in line position associated with variations in temperature and composition over the large area scan. Note that the mean peak shifts determined in this way from a large area scan are intensity weighted via Eqs. (14), (15), and (17), in distinction to those obtained from a map, appearing in Eqs. (9-11), that are not intensity weighted. The dispersion of the polycrystalline large area scan is given by

$$\langle \nu^2 \rangle_A = \int I_A(\nu) (\nu - \nu_A)^2 \, d\nu, \quad (19)$$

such that the change in dispersion is given by

$$\langle \Delta \nu^2 \rangle = \langle \nu^2 \rangle_A - \langle \nu^2 \rangle_0. \quad (20)$$

The change in dispersion determined from a large area scan is also intensity weighted via Eqs. (14-19), again in distinction to any measure of dispersion obtained from a map that would not be intensity weighted. In addition, Eq. (20) characterizes the change in dispersion of a single integrated or convoluted peak via Eq. (14) [3] rather than that for a distribution of multiple values obtained from a map reflected in Eqs. (9) and (11). This difference is considered in [19]. Often Eqs. (15) and (17) are not used to determine $\nu_0$ and $\nu_A$ but the raw spectra are fit to an assumed functional form (e.g., Lorenztian, Lorentzian-Gaussian mixture, or Pearson) to obtain peak centroids; or the mode wavenumber is used. Similarly, Eqs. (16) and (19) are often not used to obtain $\langle \nu^2 \rangle_0$ and $\langle \nu^2 \rangle_A$ but the half-width at half-height (HWHH) of the raw spectra is taken as a measure of dispersion. These different analysis methods do not lead to significantly different parameter estimates, especially for reference materials.

Most often in large area scan measurements, the R1 and R2 peaks are not used jointly to provide separate determinations of two stress components as shown in Eqs. (7-13) above. Instead, the mean shift of single peak, determined using Eq. (18), along with Eq. (2), is used to relate the shift to the mean crystallographic stresses sensed in the large area scan:

$$\overline{\Delta \nu}_A = 2\Pi_a \bar{\sigma}_a + \Pi_c \bar{\sigma}_c. \quad (21)$$

If the equilibrium condition $\bar{\sigma}_c = -2\bar{\sigma}_a$ is now imposed, Eq. (21) can be inverted to give for each fluorescence line

$$\bar{\sigma}_c = -2\bar{\sigma}_a = \overline{\Delta \nu}_A / (\Pi_c - \Pi_a) \quad (22)$$
and provide a measurement of the mean crystallographic stresses [3, 32]. The distributions of stresses about these mean values can be determined from the change in dispersion, Eq. (20), if the stresses are regarded as independent and Gaussian distributions with the same variance, $\sigma_w^2$, are assumed in both crystallographic directions [3]. The probability density functions for $\sigma_a$ and $\sigma_c$ are then given by

$$dPr(\sigma_a)/d\sigma_a = (2\pi \sigma_w^2)^{-1/2} \exp\left[-(\sigma_a - \bar{\sigma}_a)^2/2\sigma_w^2\right]$$

$$dPr(\sigma_c)/d\sigma_c = (2\pi \sigma_w^2)^{-1/2} \exp\left[-(\sigma_c - \bar{\sigma}_c)^2/2\sigma_w^2\right].$$ (23a, 23b)

The variance of the stress distributions is related to the change in dispersion, $\langle \Delta \nu^2 \rangle$, by

$$\sigma_w^2 = \langle \Delta \nu^2 \rangle/(4\Pi_a^2 + \Pi_c^2)$$ (24)

for each fluorescence line [3].

2.3. Stress, temperature, and composition coefficients

The piezospectroscopic coefficients used here are those of He and Clarke [23, 33] modified in a minor way to be consistent with the measurements of R1 and R2 shifts as a function of hydrostatic pressure and temperature by Munro et al. [22], which, in turn, are consistent with recent measurements and review of the pressure coefficient as a function of pressure by Chijioke et al. [24]. The values are $\Pi_a^{(1)} = 3.03$ cm$^{-1}$/GPa, $\Pi_c^{(1)} = 1.53$ cm$^{-1}$/GPa, $\Pi_a^{(2)} = 2.73$ cm$^{-1}$/GPa, and $\Pi_c^{(2)} = 2.16$ cm$^{-1}$/GPa. The values for $\Pi_a^{(1)}$, $\Pi_a^{(2)}$, and $\Pi_c^{(2)}$ are unaltered from those of [33]; the value of $\Pi_a^{(1)}$ has been reduced slightly from that in [33] so that for both R1 and R2 the pressure coefficients, $2\Pi_a^{(1)} + \Pi_c^{(1)} = 7.59$ cm$^{-1}$/GPa and $2\Pi_a^{(2)} + \Pi_c^{(2)} = 7.62$ cm$^{-1}$/GPa, are consistent with the values given by Munro et al. [22]. Consideration of Eq. (8) and Eq. (13) using these piezospectroscopic coefficients shows that an uncertainty in $\Delta \nu^{(1)}$ and $\Delta \nu^{(2)}$ of 0.01 cm$^{-1}$ (as will be achieved here, see below) results in a stress uncertainty of about 1.3 MPa.

Although the gross variation in the fluorescence energies and line positions with temperature is extremely non-linear [17], over the small temperature variations considered here, a few K, a linear variation is appropriate:

$$\Delta \nu_T^{(1)} = \alpha_T^{(1)}(T - 298.8)$$

$$\Delta \nu_T^{(2)} = \alpha_T^{(2)}(T - 298.8),$$ (25a, 25b)

where $T$ is the temperature in K. The temperature coefficients used were those given by Munro et al. [22]: $\alpha_T^{(1)} = -0.130$ cm$^{-1}$/K and $\alpha_T^{(2)} = -0.122$ cm$^{-1}$/K. Consideration of Eq. (25) using these temperature coefficients shows that an uncertainty in $T$ of 0.1 K (as here) results in a wavenumber temperature correction of 0.013 cm$^{-1}$, which translates into an equivalent stress uncertainty of about 1.7 MPa.

Heavily Cr-doped ruby exhibits large non-linear changes in spectral behavior with composition as electronic interaction effects between neighboring Cr ions are significant [34]. This is not the case here for...
lightly doped (< 0.5 % Cr) polycrystalline material in which such interaction effects are expected to be insignificant. The variation of shift with composition is thus taken as linear, reflecting only the small difference in size between Cr and Al [20]:

\[
\Delta \nu_C^{(1)} = \beta_C^{(1)} C_m \\
\Delta \nu_C^{(2)} = \beta_C^{(2)} C_m,
\]

(26a)

(26c)

where \( C_m \) is the mass fraction of Cr in the Al2O3:Cr structure. The composition coefficients used were those determined below, \( \beta_C^{(1)} = 160 \text{ cm}^{-1} \) and \( \beta_C^{(2)} = 167 \text{ cm}^{-1} \). Consideration of Eq. (26) using these composition coefficients shows that a change in \( C_m \) of \( 10^{-4} \) (about half of that here) results in a wavenumber composition correction of \( 0.017 \text{ cm}^{-1} \), which translates into an equivalent stress change of about 2.2 MPa.

2.4. Microcrack fracture mechanics

Once obtained, the spatial variation of stress contained in a map can be used in fracture mechanics calculations for design considerations. The example application considered here is the driving force for spontaneous microcracking, in which the driving force will be characterized by the stress-intensity factor, \( K_\mu \), arising from the CTE-driven microstructural interactions.

For an assumed straight crack of length \( c \) propagating in the \( x \) direction, the stress-intensity factor is given by [35]

\[
K = 2(c/\pi)^{1/2} \int_0^c [\sigma(x)/(c^2 - x^2)^{1/2}] \, dx,
\]

(27)

where \( \sigma(x) \) is the stress distribution acting over the crack. It is easy to show that if \( \sigma(x) = \sigma_R \), a constant, that \( K = \pi^{1/2} \sigma_R c^{1/2} \), and this is the approximation made earlier in consideration of residual stress effects for short cracks in Al2O3 [12]. For the example application here, the stress distribution \( \sigma_M(s) \) will be used, taken to be the variation of \( \sigma_M \) along a straight line path in the microstructure quantified by coordinate \( s \), leading to

\[
K_\mu = 2(c/\pi)^{1/2} \int_0^c [\sigma_M(s)/(c^2 - s^2)^{1/2}] \, ds.
\]

(28)

Eq. (28) assumes that the crack path is negligibly perturbed from straight by shear stress, elastic modulus, or fracture resistance variations along the path and that \( \sigma_M(s) \) is a good approximation to the maximum principal stress variation along the path. Both of these assumptions are often obviously not so in polycrystalline Al2O3 [11, 14-16], but for the purposes of illustrating the power of mapping in design considerations, Eq. (28) is adequate [12]. \( K_\mu(c) \) will be obtained by simple numerical integration of Eq. (28).

3. Experimental Methods
3.1. Materials

Two Al₂O₃ single-crystals were taken as stress-free reference materials as in a previous study [19]. The first was Standard Reference Material 1990 (NIST, Gaithersburg, MD), in the form of single-crystal ruby spheres, 152 µm in diameter with a Cr content of 0.428 % expressed as a mass fraction of Cr in Al₂O₃:Cr. The second reference material was a single-crystal sapphire plate, 12.5 mm × 12.5 mm square × 0.5 mm thick, with c axis oriented perpendicular to the square face and Al₂O₃ purity > 99.99 % as stated by the supplier (MTI, Richmond, CA). X-ray diffraction measurements of the ruby and sapphire gave identical basal plane lattice spacing within relative experimental uncertainty of 3 × 10⁻⁴, consistent with no significant internal stress field difference between the single crystals.

A polycrystalline Al₂O₃ material was considered in detail for quantitative stress mapping. The material was one of a series of three materials studied extensively in a previous work [36] considering fracture properties of Al₂O₃, and then subsequently studied in the previous fluorescence-based stress mapping study [19]. Processing and microstructural details are given elsewhere [36], but in brief: The material was infused in a porous state with a chromate solution prior to sintering for 12 h at 1600 °C in H₂. The resulting polycrystalline material had greater than 99.5 % relative density and the mode grain size was approximately 15 µm, although the grain-size distribution was broad and some grains were as large as 60 µm. After sintering, the Cr-infused material was translucent and pinkish in color. Sections of samples were polished for electron microprobe analysis, which showed a Cr content of approximately 0.025 % expressed as the mass fraction of Cr in Al₂O₃:Cr. Another section of material was cut and polished for hyperspectral fluorescence microscopy.

3.2. Hyperspectral scanning fluorescence microscopy

The confocal sample-scanning optical microscope was based on a custom-built design previously described [19, 37] with the following modifications: Excitation was accomplished with an optically pumped semiconductor laser operating at 488 nm. The light was spatially filtered and transported to the microscope via a single mode optical fiber. Light was coupled out of the fiber through a reflective collimator (Thorlabs, Newton, NJ) and spectrally filtered with a laser-line filter (Semrock, Rochester, NY). The linearly polarized laser light was then reflected from a long-pass edge filter (Semrock) in an inject-reject configuration onto the back aperture of a 0.75 NA, 80× air objective (ULWD MSPlan, Olympus, Center Valley, PA) that focused the light to an estimated diffraction-limited spot of radius 325 nm on the surface of the sample, which was mounted on an xyz-piezo-scan stage (NanoCube, Physik Instrumente, Karlsruhe, Germany). Epi-fluorescence from the sample was collected back through the objective, passed through the long-pass filter and focused into a multi-mode optical fiber with a 50 µm core diameter (Thorlabs) acting as the confocal aperture. It is estimated that light was collected from depths no greater than about 3 µm beneath
the surface (much less than the material grain size). **Note that this value is not limited by optical attenuation in the Al$_2$O$_3$ but rather by the confocal depth resolution of the microscope.** The estimate of the confocal depth resolution is based on z-scan measurements on sub-micrometer optical thickness resolution artifacts. Spectra were dispersed through a 1/2-meter spectrometer (Acton SP 2500i, Princeton Instruments, Acton, MA) with a grating pitch of 2400-groove mm$^{-1}$ and imaged on a liquid-N$_2$ cooled CCD camera (SPEC-10, Princeton Instruments), where the spectral region between 14506 cm$^{-1}$ and 14317 cm$^{-1}$ containing the R1 and R2 peaks was spread over the 1340 pixels of the camera (to give a pixel spacing of $\approx 0.14$ cm$^{-1}$). The absolute wavenumber axis for the camera was calibrated using five atomic emission reference lines that occur in this spectral range from neon, argon, and krypton lamps. A thermistor mounted on the sample holder was used to record the temperature prior to acquisition of each individual spectrum in both the reference material spectral acquisition sequences and in the hyperspectral maps described in the following section. This temperature was then used to calculate corrected spectral line shifts at 298.8 K as described in Eqs. 25(a) and (b).

3.3. Reference calibration and hyperspectral mapping

Repeat fluorescence spectra from the same sample location were obtained for the two single-crystal reference materials. Forty-nine spectra were collected twice for each material in two runs on separate days. The spectra from the ruby standard were collected with an incident power of 50 $\mu$W and an integration time for each spectrum of 1 sec. Due to the low Cr concentration, the spectra from the sapphire crystal required 5 min integration times with incident power of 2.5 mW. The spectra were fit to a spectral model consisting of two peaks (R1 and R2) each with a Pearson VII line shape with fixed best-fit shape parameters for each peak, yielding peak center wavenumbers, widths, and amplitudes. All peak center values were corrected to a temperature of 298.8 K using Eq. (25).

A hyperspectral map of the fluorescence from the polycrystalline sample was collected from a region 80 $\mu$m $\times$ 80 $\mu$m square in 128 rows at 128 pixels per row (625 nm pixel$^{-1}$), integrating for 0.5 s pixel$^{-1}$ to achieve signal-to-noise ratios $> 200:1$. Each spectrum was fit to a dual-peak Pearson VII model with shape parameters as above, yielding peak amplitude, width, and center wavenumber parameters for R1 and R2. The peak amplitude (intensity) data were used to segment the maps into individual grains and grain-boundaries using manual image manipulation, taking advantage of the strong polarization dependence of the fluorescence intensity [33] and the different orientations of individual grains relative to the excitation polarization. All peak center values were corrected to a temperature of 298.8 K using Eq. (25) and composition shift factors calculated using Eq. (26). The polycrystalline peak center data were used in combination with the single-crystal sapphire control measurements and the temperature and composition...
shift factors to determine peak center shifts associated solely with stress effects as in Eq. (1), and were analyzed as described above in section 2.1.

Individual spectra from each point in the polycrystalline map were summed and then divided by the number of spectra to form an effective integrated large-area scan spectrum in the manner of Eq. (14). No temperature corrections were applied in the spectral summation and average. Peak and width characteristics of this single spectrum were used in combination with those of the single crystal sapphire control measurements, the average temperature during the map, and temperature and composition shift factors to determine peak center shift and change in dispersion as in Eqs. (18) and (20), and were analyzed as described in section 2.2.

4. Results

4.1. Single crystal reference measurements

Figure 1 shows a single representative spectrum obtained from the single-crystal sapphire specimen. Analysis of all 98 repeat measurements of the sapphire gave mean R1 and R2 peak center positions adjusted to 298.8 K of (14402.83 ± 0.01) cm\(^{-1}\) and (14432.64 ± 0.01) cm\(^{-1}\), respectively (where the uncertainties here and throughout, unless otherwise noted, represent standard deviations of experimental quantities, \textit{i.e.}, Type 1 uncertainties). These values will be taken as \(v_0^{(1)}\) and \(v_0^{(2)}\), respectively, in Eqs. (1) and (15) and are consistent with (14402.5 ± 0.4) cm\(^{-1}\) and (14432.1 ± 0.4) cm\(^{-1}\) reported by Munro \textit{et al.} [22] (where here the uncertainties represent 99 % confidence bounds including Type 1 and Type 2 uncertainties). The average HWHH values for the sapphire peaks were, as previously [20], 5.50 cm\(^{-1}\) and 4.43 cm\(^{-1}\) for R1 and R2, respectively. These values will be taken as \(\langle v^2 \rangle_0^{(1)}\) and \(\langle v^2 \rangle_0^{(2)}\) in Eq. (20).

The spectra from the ruby single crystal were much greater in intensity than the sapphire spectra, reflecting the much greater Cr content. Based on the relative spectral amplitudes, Cr content in the sapphire specimen was estimated to be about \(1 \times 10^{-5}\) mass fraction. For both R1 and R2, the center positions of the ruby peaks were shifted to greater wavenumbers compared with those for the sapphire peaks: R1 and R2 peak center positions adjusted to 298.8 K were (14403.513 ± 0.006) cm\(^{-1}\) and (14433.355 ± 0.006) cm\(^{-1}\), respectively. Assuming shift differences deriving solely from the substantial Cr composition of the ruby relative to the negligible Cr composition of the sapphire, the ruby – sapphire peak-center shift differences determined here are (0.68 ± 0.01) cm\(^{-1}\) for R1 and (0.72 ± 0.01) cm\(^{-1}\) for R2, where the uncertainties were determined by propagation of variance. These values are taken as \(\Delta v_C^{(1)}\) and \(\Delta v_C^{(2)}\) in Eq. (1). Using the composition of the ruby gives values of \(\beta_C^{(1)} = 160\) cm\(^{-1}\) and \(\beta_C^{(2)} = 167\) cm\(^{-1}\) in Eq. (26), slightly greater than those determined previously [19].
4.2. Polycrystalline material stress maps

Figure 2(a) is a map of the R1 peak intensity for the polycrystalline material. The fluorescence intensity is strongly polarization dependent and thus the differently-oriented grains relative to the polarization of the laser excitation exhibit strong contrast and the microstructure is clearly apparent. Figure 2(b) is the same map as Fig. 2(a) with grain boundaries indicated as a guide to the eye by solid lines. The boundary positions were determined visually using the intensity contrast in the image of Fig. 2(a) and manually drawn. (For a single clear image as in Fig. 2(a), the quasi-automated digital image analysis used previously to segment many images [19] was not necessary.) Figure 2(c) is a map of the R2 peak intensity over the same region as Fig. 2(a) using the same intensity scale and with the grain boundaries identified in Fig. 2(b) superimposed. It is clear that the R2 peak intensity is less than that of the R1 peak intensity, consistent with Fig. 1 and previous observations [3, 18, 19] and that the two peak intensities are strongly correlated on a grain by grain basis, such that either could be used to segment the microstructure.

Figures 3(a) and (b) are maps of the stress-related R1 and R2 peak shifts, $\Delta \nu^{(1)}$ and $\Delta \nu^{(2)}$, determined from analysis of the raw hyperspectral measurements of the polycrystalline material over the same region as Fig. 2, and using the reference material measurements and temperature and composition correction factors as given above in Eq. (1). The grain boundaries as determined in Fig. 2 are superimposed. Note the change in scale for R1 and R2. There is a strong correlation between shift and microstructure, with small variations in shift within grains and greatest gradients in shift occurring at grain boundaries. There is also strong correlation between the R1 and R2 shifts. These correlations between shift and microstructure are consistent with those made previously [19], in which R1 shift maps alone were used. The differences between the R1 and R2 shift are made clear in Fig. 3(c), which shows histograms of the R1 and R2 shift distributions from the maps in Figs. 3(a) and (b) (16384 observations spread over 128 bins). Although the range of shifts observed for R1 and R2 are similar (about 1.8 cm$^{-1}$), the shift magnitudes are smaller for R2 than R1. The solid vertical lines in Fig. 3(c) indicate the mean values of the shift distributions, $\bar{\Delta \nu}^{(1)}$ and $\bar{\Delta \nu}^{(2)}$; the values are given in Table 1.

Figures 4(a) and (b) are maps of the local mean and shear stresses, $\sigma_M$ and $\sigma_S$, determined from the shifts in Fig. 3 and Eq. (8). The grain boundaries as determined in Fig. 2 are superimposed and the scale is different for $\sigma_M$ and $\sigma_S$. There is a strong correlation between the state of stress and the grain structure, particularly for $\sigma_S$. Figure 4(c) shows histograms of the $\sigma_M$ and $\sigma_S$ stress distributions from the maps of Figs. 4(a) and (b). The mean stress values, $\bar{\sigma}_M$ and $\bar{\sigma}_S$, calculated from the mean shift values and Eq. (9), are indicated in Fig. 4(c) by vertical lines; the values are given in Table 1 along with the standard deviations of the distributions of $\sigma_M$ and $\sigma_S$ from the maps.
Figures 5(a) and (b) are maps of the two components of the stress field in the crystallographic coordinates, $\sigma_a$ and $\sigma_c$, determined from the shifts in Fig. 3 and Eq. (13). The grain boundaries as determined in Fig. 2 are superimposed and the scale is different for $\sigma_a$ and $\sigma_c$. There is a strong correlation between the state of stress and the grain structure, particularly for $\sigma_c$. Figure 5(c) shows histograms of the $\sigma_a$ and $\sigma_c$ stress distributions from the maps of Figs. 5(a) and (b); the histogram for $\sigma_a$ has been plotted with doubled amplitude to be consistent with the equilibrium condition,

$$\int 2F_a(\sigma_a)\sigma_a d\sigma_a + \int F_c(\sigma_c)\sigma_c d\sigma_c = 0,$$

where $F(\sigma)$ is a histogram. The mean stress values, $\bar{\sigma}_a$ and $\bar{\sigma}_c$, calculated from the mean shift values and Eq. (11), are indicated in Fig. 5(c) by vertical lines; the values are given in Table 1 along with the standard deviations of the distributions of $\sigma_a$ and $\sigma_c$ from the maps.

4.3. Polycrystalline material large area scan

Figure 6 shows the effective integrated large-area scan spectrum for the polycrystalline Al$_2$O$_3$ material calculated from the complete set of hyperspectral data giving rise to Figs. 2 and 3. For comparison, the single pixel polycrystalline Al$_2$O$_3$ spectrum shown in Fig. 1 is repeated; the integrated spectrum in Fig. 6 is the (intensity-weighted) average of $(128 \times 128 = 16384)$ such spectra. Fits to the R1 and R2 peak positions of the integrated spectrum gave mean peak positions of $\nu_A^{(1)} = 14403.18$ cm$^{-1}$ and $\nu_A^{(2)} = 14433.15$ cm$^{-1}$ and HWHH values of $\delta\nu_A^{(1)} = 5.75$ cm$^{-1}$ and $\delta\nu_A^{(2)} = 4.62$ cm$^{-1}$.

The average temperature during the generation of the integrated spectrum was 294.2 K. Using this temperature in Eq. (25) to generate averaged temperature corrections, along with the reference spectra information from section 3.1, the mean R1 and R2 stress-related shifts, $\Delta\nu_A^{(1)}$ and $\Delta\nu_A^{(2)}$, from the integrated spectrum were determined using Eq. (18). Using these mean shift values in Eq. (22) provides estimates of the mean crystallographic stresses $\bar{\sigma}_a$ and $\bar{\sigma}_c$ from the integrated spectrum information. Using the values of $\delta\nu_A^{(1)}$ and $\delta\nu_A^{(2)}$ and the reference spectra information in Eq. (20) enables the change in dispersion for each peak to be calculated as $\left[\langle\Delta\nu^2\rangle^{(1)}\right]^{1/2}$ and $\left[\langle\Delta\nu^2\rangle^{(2)}\right]^{1/2}$. Using these values and Eq. (24) enables the widths of the assumed Gaussian stress distributions, $\sigma_w$, to be estimated. All mean and dispersion values for shifts and stresses inferred from analysis of the integrated large area spectrum are given in Table 1.

4.4. Stress-intensity factor determination

Figure 7(a) shows the $\sigma_M$ stress map from Fig. 4(a) with two perpendicular coordinate systems OA and OB superimposed. Figure 7(b) shows the variation of $\sigma_M$ with distance $s$ along the coordinate systems,
starting with position O at which $\sigma_M$ is significantly tensile; in the case of OA, the stress rapidly becomes compressive, before increasing to zero; in the case of OB, the stress increases slightly before decreasing to compressive values. Figure 7(c) shows the stress-intensity factor $K_\mu$ calculated from these stress variations and Eq. (28) for fracture along OA and OB with crack lengths $c$. In both cases, the $K_\mu$ variation is a slightly concave version of the stress variation with minima and maxima shifted to greater dimensions, reflecting the weighted integration of Eq. (28).

5. Discussion and Conclusions

The power of the hyperspectral fluorescence technique to generate 2-D maps of residual stress in polycrystalline $\text{Al}_2\text{O}_3$ is evident in Figs. 4 and 5. As implemented here, the maps demonstrate about ± 1 MPa stress resolution (limited by peak position determination) and 625 nm lateral spatial resolution. Use of both the R1 and R2 fluorescence shifts increases the precision with which the stress field at a point in a map can be specified to two independent stress components. Explicit point-by-point correction for temperature variation during the mapping process, along with the use of single crystal reference materials and composition correction, enables the stresses inferred from shifts to be specified in an absolute manner, with an accuracy of about ± 5 MPa (limited by peak position determination, temperature measurement, and composition). As noted in the previous brief review [19], the above specifications represent significant measurement advances on prior mapping studies, which typically used a single peak shift to specify a single stress value with about ± 10 MPa stress resolution, micrometer spatial resolution at best, and no specification of accuracy.

The residual stress maps provide stress magnitudes, spatial variations, and statistical distributions, and as such can be used directly in material selection and design. Changes in $\text{Al}_2\text{O}_3$ processing, in particular changes in sintering time and temperature and cooling rate, can be made to design materials with specific grain sizes and grain-size distributions that give rise to specific CTE-derived residual stress fields. Such processing changes can be guided by models [2] or simulations [5-7] of residual stress that are based on equilibrium considerations of microstructural heterogeneity or models [4] of residual stress development that are based on the kinetics of stress relaxation by diffusion during cooling. As the mapping procedure here provides a measure of accuracy and hence of absolute (as opposed to relative) residual stress measurement, direct comparison with the predictions of models of residual stress, in which other absolute quantities (e.g., elastic moduli, CTE coefficients, diffusivities) are used is possible. The mapping results here reinforce the agreement with model results noted earlier [19]. The key points of agreement are both quantitative (stresses of order hundreds of MPa) and qualitative (stress fluctuations over length scales larger than the grain size); detailed considerations are given in [19].
As noted in the Introduction, a major reason for determining the residual stress distribution in Al₂O₃ is the effect of the stress on fracture properties. An example shown here is the calculation of stress-intensity factors for assumed crack paths in the Al₂O₃ structure, Fig. 7. For both paths OA and OB in Fig. 7, the stress is initially tensile and then becomes compressive, over length scales somewhat longer than a grain size, giving rise to a microstructural stress-intensity factor that varies with crack length, $K_{\mu}(c)$, that similarly fluctuates both positive and negative over similar length scales. For both paths OA and OB, $K_{\mu}(c)$ is considerably less than the toughness of single crystal sapphire or corundum required for transgranular fracture, about 2.5 MPa m$^{1/2}$ [11, 36]. Hence, even along path OB, which exhibits a strongly positive stress-intensity factor, spontaneous transgranular microcracking is extremely unlikely. Even for intergranular fracture, spontaneous intergranular microcracking would only be possible for grain boundary toughness values of approximately 0.75 MPa m$^{1/2}$ [10], and then microcracks could only initiate and stabilize at crack lengths of approximately 20 $\mu$m. Note that fracture is more likely as the temperature is decreased [6, 10], as the magnitudes of CTE-derived $\sigma_M(s)$ and $K_{\mu}(c)$ are increased, but that the length of the initiating and stabilized cracks does not change very much as the spatial distribution of tensile and compressive stresses is not altered by temperature (the magnitudes of both tension and compression increase with decreasing temperature). Hence, the information contained in the maps is of direct relevance in answering questions related to selection of Al₂O₃ with regard to CTE-driven microcracks: Are microcracks possible? How long are the microcracks likely to be? For longer cracks, driven by an externally-applied stress, both paths OA and OB are of interest. Path OB provides a direct assessment of the variable microstructural crack driving force at short crack lengths, rather than an assumption of uniform tension [12]. Path OA provides a direct assessment of the forces exerted by microstructural restraining elements formed in the wakes of long cracks [9, 12-16], particularly those associated with discontinuous crack paths. Microstructural restraining stresses of order hundreds of MPa have been inferred from strength tests of Al₂O₃ [12, 15] and by direct measurement of cracks using fluorescence point measurements [38], consistent with path OA in Fig. 7(a). Here, the maps are of relevance to questions arising in designing Al₂O₃ microstructures for specific toughness characteristics as a function of crack length: What is the possible long crack toughness? What is the trade-off between short and long crack behavior?

As also noted in the Introduction, the mapping method enables a direct assessment of the stress equilibrium conditions. To estimate the uncertainty in such an assessment for the full stress-field population of the material the number of degrees of freedom in the stress-field sample in the maps must be estimated (the number of degrees of freedom is not the number of pixels, 128 × 128, as the stress at a given pixel is not uncorrelated with stress at an adjacent pixel). It is noted that 12 grain regions were identified in the intensity maps of Fig. 2 and that there are about six or seven distinct stress clusters in the shift and stress maps of Figs. 3-5, suggesting that there were about nine degrees of freedom in the stress maps. As a
consequence, using the sample values given in Table 1, the estimate of the population mean spherical stress is \( \langle \sigma_M \rangle = (12.5 \pm 15.0) \) MPa, where \( \langle \cdot \rangle \) indicates a population estimate and the uncertainty is the standard error of such an estimate (in this case 44.9/\sqrt{9})]. Similarly, the estimate of the population crystallographic stress ratio is \( \langle \sigma_c / \sigma_a \rangle = -2.42 \pm 0.46 \), where the uncertainty is the standard error calculated by propagation of variance. The population estimates are not significantly different from the ideal equilibrium values of 0 and \( -2 \), validating the mapping approach and providing an upper bound on mapping accuracy, \( \pm 15 \) MPa, greater than that estimated from measurement uncertainty above. (Related to the stress ratio is the evaluation of the right side of Eq. (29), which gives a value that is similarly not significantly different from 0.) Measurements from a large number of maps and more exact analysis methods will help to refine these population estimates and provide guidance on the size of map required for a given microstructure and number of observed grains and stress clusters. This last point is emphasized in the shift and stress histograms of Figs. 3(c), 4(c), and 5(c): The histograms are asymmetric and appear to consist of several separate distributions, reflecting the shift and stress clusters observed in the maps of Figs. 3-5. The contributions of individual grains and grain boundary regions to overall stress distributions was noted in the prior study [19]. Figures 3-5 make clear that the stress distributions are not Gaussian and that the statistics of sample maps needs to be considered in determining material population parameters.

The integrated large-area scan approach assumes that the area scanned is large enough that the equilibrium conditions are met experimentally in the scan. The assessment above suggests that this was the case here, and is consistent with the agreement between the mean values of the crystallographic stresses \( \bar{\sigma}_a \) and \( \bar{\sigma}_c \) estimated from integrated single-peak shifts with those estimated from maps utilizing both peak shifts (Table 1). As noted earlier [19], the dispersion in stress inferred from the integrated peak analysis, assuming Gaussian stress distributions reflected in a broadening of the integrated peak [3], greatly overestimates the width of the stress distribution measured from a map. Again, measurements from a large number of maps will enable a relationship to be established between stress dispersion determined from maps and that inferred from integrated scans. Such a relationship will put the great convenience of integrated scans on a more quantitative footing. In addition, mapping can provide confirmation that some integrated scans consist of contributions from distinct populations of stressed material, as has been assumed in studies on thermally and mechanically damaged Al\(_2\)O\(_3\) [39-41].

For both maps and integrated scans, temperature correction was critical to generating absolute stress estimates, composition correction less so. To see this, consider the characteristic values of the contributions to the total shift in Eqs. (1) and (18). From Table 1, it can be seen that the stress shift, \( \Delta \nu \), is the order \( -0.25 \) cm\(^{-1}\) for R1 and \( -0.05 \) cm\(^{-1}\) for R2. From Eq. 25, using the average temperature adjustment made in the maps (\( -4.6 \) K), the temperature shift, \( \Delta \nu_T \), is approximately \( +0.58 \) cm\(^{-1}\) for both R1 and R2. From Eq. 26, using the composition of the polycrystalline material (0.025 % Cr in Al\(_2\)O\(_3\):Cr), the composition shift, \( \Delta \nu_C \),
is approximately $+0.04 \text{ cm}^{-1}$ for both R1 and R2. Hence, the temperature effect can be more than double the stress effect; if corrections are not made for temperature changes during mapping, the inferred stress changes would be submerged in the thermal noise and could even be interpreted as having the wrong sign. Even if there is no temperature fluctuation during mapping, no absolute estimate of stress can be made if the temperature is not known. Such inter-related temperature and stress effects have been noted in considerations of the use of ruby line shifts in high-pressure experiments [42]. Composition has a minor effect for a given material, although even here the composition correction was comparable to the R2 stress shift. For comparison between materials, composition correction is essential for absolute stress comparisons. Determinations of absolute stresses bring into consideration the absolute values and uncertainties of the $\Pi$ (Eq. (2)), $\alpha$ (Eq. (25)), and $\beta$ (Eq. (26)) coefficients. Variations in these quantities have not been considered in the above estimates of precision and accuracy; further comparison of maps with integrated scans and comparison of maps with independent measurements or models will require inclusion of uncertainties in these quantities into a full uncertainty budget. As noted above, constraints on these quantities and their uncertainties are provided by extensive high-pressure hydrostatic measurements.

Finally, it is useful to compare the fluorescence stress mapping technique with other techniques used to measure residual stress. In particular, as noted by Pezzotti and colleagues, stress mapping in Al$_2$O$_3$ via Raman spectroscopy has much in common experimentally with fluorescence stress mapping, with the significant exception that, although much diminished in intensity, corundum exhibits seven Raman lines associated with inelastic scattering of photons from lattice phonons. The shifts in these lines with stress can be calibrated to arrive at the Raman piezospectroscopic coefficients, and matrix expressions for the six independent elements of the stress or strain tensors can be written similarly to Eqs. (7) and (12) and inverted to obtain the full stress or strain tensor (with the exception that the $\Pi_{KL}$ matrices are now $6 \times 6$ rather than $2 \times 2$). This has been demonstrated on polycrystalline Al$_2$O$_3$ for wear surfaces [43] (2 $\mu$m steps in 50 $\mu$m maps exhibiting a 600 MPa stress range) and thermal anisotropy residual stress [44] (1 $\mu$m steps in 80 $\mu$m maps, 1.2 GPa range), and on sapphire for indentation cracks [45] (0.1 $\mu$m steps over 12 $\mu$m line scans, 600 MPa range) and about an inclusion [46] (5 $\mu$m steps in 140 $\mu$m maps, 1.1 GPa range). Building on the polarization dependence of the Raman line intensities [47] and knowledge of the fundamental phonon deformation potentials underlying the piezospectroscopic coefficients [48], it is possible (although now at least nine variables must be measured) to use polarized Raman spectroscopy to determine the full stress or strain tensor and crystal orientation at a point in a map [49]. This has been demonstrated in principle (results were reported in the laboratory rather than crystallographic frame) for stress variation adjacent to a metal-polycrystalline Al$_2$O$_3$ interface [49] ($\mu$m-scale steps over a 25 $\mu$m scan, 300 MPa range). The stress ranges reported for these Raman-based studies are comparable, if somewhat greater, than those reported here from fluorescence measurements (Figs. 4 and 5), but the spatial pixel densities are considerably less, reflecting
the reduced intensities and hence required increased collection times for Raman relative to fluorescence measurements.

More broadly, in recent reviews Withers and Bhadeshia [50] and Rossini et al. [51] compared several techniques, both destructive and non-destructive, for measuring residual stresses, with emphases on structural metals and the effects of fatigue and welding. The non-destructive techniques reviewed, neutron and X-ray diffraction (including that using Synchrotron X-rays), Barkhausen resonance, and ultrasonic methods exhibited a lateral resolution range of 1 µm to 10 mm and an axial penetration range of several µm to 1 cm. At the other extreme, recent work at the near nano-scale [37, 52-58] has demonstrated measurements of stress by confocal Raman microscopy and electron backscatter diffraction (EBSD) with an emphasis on microelectronic materials and structures (as opposed to the micro-scale Raman measurements of Al₂O₃ above [43-49]), with a lateral resolution range of 10 nm to 2 µm and an axial penetration range of 10 nm to 1.5 µm. Following Rossini et al., Fig. 8 maps the lateral resolution and axial penetration ranges for the techniques just listed, along with fluorescence microscopy presented here and earlier [20]. As can be seen, fluorescence microscopy bridges the gap between the micro- to macro-range techniques mostly applied to metals and the nano-range techniques mostly applied to semiconductors. Admittedly, fluorescence microscopy is restricted to non-metallic systems that have an appropriately stress-affected fluorescing ion, here Cr in Al₂O₃, although there are many others, including Cr in MgO, and rare-earth ions in garnets [3], but does not require the ultra-high vacuum conditions of EBSD or synchrotron measurements. Great progress has been made in assessing and improving the precision and accuracy of stress measurement by Raman microscopy and EBSD using common test vehicles in the overlapping measurement ranges [52, 55, 58]. Figure 8 suggests that the best option for similar improvements in stress measurement by fluorescence microscopy is through the use of test vehicles in common with X-ray diffraction and Raman microscopy [43, 46].
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## Tables

### Table 1.

Fluorescence shift and stress distribution properties of polycrystalline Al₂O₃:Cr

<table>
<thead>
<tr>
<th></th>
<th>Mean R1 shift, $\Delta \nu^{(1)}$ (cm⁻¹)</th>
<th>Mean R2 shift, $\Delta \nu^{(2)}$ (cm⁻¹)</th>
<th>Mean stress, $\bar{\sigma}_M$ (MPa)</th>
<th>Shear stress, $\bar{\sigma}_S$ (MPa)</th>
<th>$\sigma_a$ (MPa)</th>
<th>$\sigma_c$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping</td>
<td>−0.2101</td>
<td>−0.02067</td>
<td>12.5 ± 44.9⁺</td>
<td>203.3 ± 35.9⁺</td>
<td>−89.1 ± 42.4⁺</td>
<td>215.8 ± 66.2⁺</td>
</tr>
<tr>
<td>Integrated</td>
<td>−0.2877 ± 1.68</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>−96 ± 270⁺</td>
<td>192 ± 270⁺</td>
</tr>
<tr>
<td>Large-Area Scan</td>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>−82 ± 220⁺</td>
<td>164 ± 220⁺</td>
</tr>
<tr>
<td></td>
<td>−0.09326 ± 1.31</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

⁺(mean ± standard deviation) values of experimental distributions in maps

⁺⁺(mean ± standard deviation) values from integrated spectra and assumed Gaussian distributions
Figure Captions

**Fig. 1.** Single location fluorescence spectra of single-crystal sapphire and a polycrystalline Al₂O₃ material, showing the R1 and R2 “ruby” lines and the shift of these lines in the polycrystalline material due to residual stress, temperature, and compositional changes. For easy comparison the polycrystalline Al₂O₃ spectrum has been reduced to 75 % intensity. (2 column)

**Fig. 2.** (a) Intensity map of R1 fluorescence peak in a polycrystalline Al₂O₃; fluorescence polarization effects provide a contrast mechanism for the differently-oriented grains. (b) Same map as (a) with grain boundaries overlaid. (c) Intensity map of R2 fluorescence peak over the same region and using the same intensity scale as (a) with the grain boundaries from (b) overlaid. R2 is less intense than R1. (1 column)

**Fig. 3.** Maps of (a) R1 and (b) R2 stress-driven fluorescence peak shifts in polycrystalline Al₂O₃. The grain boundaries identified in the R1 intensity map of Fig. 2(b) are overlaid. (c) Histograms of the observed peak shifts for R1 and R2; the vertical lines indicate the mean shifts of the histograms. (1 column)

**Fig. 4.** Maps of the local (a) mean, $\sigma_M$, and (b) shear, $\sigma_S$, residual stresses determined from fluorescence mapping in polycrystalline Al₂O₃. The grain boundaries identified in the R1 intensity map of Fig. 2(b) are overlaid. (c) Histograms of the determined stresses; the vertical lines indicate the mean stresses of the histograms. (1 column)

**Fig. 5.** Maps of the local stresses in crystallographic coordinates, (a) $\sigma_a$ and (b) $\sigma_c$, determined from fluorescence mapping in polycrystalline Al₂O₃. The grain boundaries identified in the R1 intensity map of Fig. 2(b) are overlaid. (c) Histograms of the determined stresses; the vertical lines indicate the mean stresses of the histograms. (1 column)

**Fig. 6.** An effective integrated large area scan fluorescence spectrum created from hyperspectral fluorescence mapping data for polycrystalline Al₂O₃. The integrated R1 and R2 peak center positions and half widths at half height (HWHH) are indicated. For comparison, the reduced-intensity single pixel spectrum from Fig. 1 is also shown. (2 column)

**Fig. 7.** (a) Map of the local mean stress $\sigma_M$ in a polycrystalline Al₂O₃ identical to that of Fig. 4(a) with two line traverses marked as solid lines OA and OB. (b) Variation of $\sigma_M$ with position $s$ over the traverses marked in (a). (c) The stress-intensity factor as a function of crack length arising from the stress variation in (b). (1 column)

**Fig. 8.** Comparison of radiation-based non-destructive residual stress measurement techniques in terms of lateral resolution and axial penetration ranges (after Rossini et al. [45]). (2 column)
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