Polymer Informatics: Opportunities and Challenges
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Abstract

We are entering an era where large volumes of scientific data, coupled with algorithmic and computational advances, can reduce both the time and cost of developing new materials. This emerging field known as materials informatics has gained acceptance for a number of classes of materials, including metals and oxides. In the particular case of polymer science, however, there are important challenges that must be addressed before one can start to deploy advanced machine learning approaches for designing new materials. These challenges are primarily related to the manner in which polymeric systems and their properties are reported. In this viewpoint, we discuss the opportunities and challenges for making materials informatics as applied to polymers, or equivalently polymer informatics, a reality.

Development times for new materials can be a staggering 10-20 years, despite the ever-growing materials literature. In order to reduce both the time-to-market and development
cost of new products, ideally by a factor of two or more,\textsuperscript{1} a new approach known as materials informatics has emerged.\textsuperscript{2,3} The idea is to train machine learning algorithms on large databases, in order to identify previously unrecognized trends or patterns, and even propose new candidate materials. If successful, materials informatics could considerably improve how new materials, including polymers, are developed. Materials informatics has become an important component of recent international efforts, including the Materials Genome Initiative (USA),\textsuperscript{4} the “Materials Research by Information Integration” Initiative (Japan)\textsuperscript{5} and the NOMAD Laboratory: a European Centre for Excellence (EU).\textsuperscript{6} Specifically, the new framework for materials discovery enabled by materials informatics, as illustrated in Fig. 1, is (1) scientists define specifications for the new material, (2) materials informatics, coupled with physics-based models, is used to propose potential candidates, (3) candidates are tested experimentally for viability using insights from machine learning, theory and simulation, (4) an industrial process is developed, and (5) the new material is released. In this viewpoint, we focus on the materials informatics in the larger framework of materials discovery.
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Figure 1: The framework for materials discovery that is enabled by materials informatics, the fourth paradigm. The other three paradigms, which still play a critical role and are used to inform materials informatics, are experiment, simulation and theory.

What is unique about materials informatics is the focus on data and informatics, some-
times referred to as the fourth paradigm in materials discovery. In materials discovery, the original paradigm is the essential process of experimentation. That often time-consuming process can be assisted by theory, the second paradigm, in the form of physics-based models. More recently, the third paradigm of computer simulations, including integrated computational materials engineering (ICME), where multiple length scales are linked to predictively model materials such as metal alloys, has been able to further reduce development times. Using the fourth paradigm of materials informatics does not displace any of the prior paradigms; instead, it should be used in conjunction with them to reach the ultimate goal of accelerating materials discovery (see Fig. 1). In fact, informatics relies on data from experiments and simulations. This framework for materials discovery, along with its associated goals, can be applied to all types of materials, including polymers.

Promising examples of materials informatics for design can be found for different classes of materials. Efforts in the domain of inorganic materials, have shown that machine learning can be used to successfully predict new stable compounds based on a database generated by high-throughput density functional theory calculations. To date, analogous efforts in polymer science and engineering have been limited in scope and examples of use for polymers design, as opposed to property prediction, are rare. Some of the earlier efforts in polymer informatics, often under the umbrella of quantitative structure-property relationships including the use of neural nets to predict the glass transition temperature in 1994, are highlighted in the 2012 review article by Winkler and coworkers. More recently, there has been work on predicting the dielectric constant, refractive index, and tensile strength at break. Of these efforts, only one goes beyond property prediction to design—starting with specifications and using the predictions to identify candidates (steps 1 and 2 in Fig. 1), and then confirming candidates with experiment (step 3 in Fig. 1). Although this case study relies primarily computational data, rather than both experimental and computational data, as input, it gives a glimpse of what is possible for polymer informatics.

The largest hurdle for the widespread use of polymer informatics, especially for use in
design, is the lack of databases\textsuperscript{13,38,39} not a lack of machine learning algorithms. Currently, there are numerous free resources ranging from textbooks\textsuperscript{20,21} and articles\textsuperscript{22,23} to software including scikit-learn and TensorFlow, among others. Nor is the problem a lack in the quantity of data, as there has been a near doubling of the number of polymer related articles published in the last 20 years.\textsuperscript{24} The traditional solution of relying on domain experts to find, read and extract relevant information manually from journal articles is not viable long term as the literature is growing exponentially, while resources (people, time, funding) are unlikely to keep pace. The continued improvement of machine learning opens up the intriguing prospect of generating databases automatically, thereby eliminating or, more likely, reducing human intervention in database creation. Machine learning, with proper training sets, can not only identify which journal articles are the most likely to contain desired data,\textsuperscript{25} but can also be used to read and interpret such articles. Recent successes include IBM’s Watson project, which parsed prose-based sources, including Wikipedia, to win Jeopardy!\textsuperscript{26} Additionally, M.C. Swain and J.M. Cole at Cambridge University applied these concepts and developed a toolkit for the automated extraction of thermodynamic properties, including the melting temperature and measurements related to NMR spectra (e.g., peak values) for small molecules.\textsuperscript{27} To yield improved accuracy, such efforts can be coupled with review of lower certainty data by human curators, reducing, but not eliminating human effort. In addition to generating the necessary databases for polymer informatics, the automatic creation of databases also has the potential to reduce the burden on individual scientists by making it easier to find data and validate new models. Perhaps, these efforts can one day be expanded to also capture ideas—further reducing the burden. In the meantime, they are a promising route for database creation.

Even with these state-of-the-art algorithmic advances, the creation of databases, and in particular polymeric databases still suffers from challenges that predate the invention of the computer. These include a proper description of the material of interest, subtleties associate with the property, the context of the underlying measurement and the reporting
of all the necessary information. The limited scope of existing polymer data resources is partly due to these challenges; addressing them will require both fundamental research and, importantly, that consensus be reached by the polymer science community. Barriers to database creation must be reduced, reproducibility must be encouraged, and discussion must be fostered in order to make polymer informatics possible. The importance of such efforts, which will also benefit individual scientists, was highlighted in a recent National Science Foundation Workshop entitled Frontiers in Polymer Science and Engineering, which took place on August 17-18, 2016. As in research, the process of tackling these challenges will be iterative—adopt available solutions while developing new solutions.

An inherent challenge to polymeric database creation stems from the fact that a synthetic polymer is rarely a single entity. Unlike small molecules or proteins, even individual polymer samples are generally described by distributions. In the simplest case, a sample synthesized from a single achiral monomer has only one distribution, the molecular mass distribution. However, the number of relevant distributions can rapidly become intractable when chiral monomers, multiple monomers, or chain branching are considered. For now, both the molecular weight and the dispersity should be captured in databases. In the future and as polymer synthesis continues to advance, additional data such as the degree of branching or even the raw output of characterization techniques could be reported in a standardized form.

The need to describe these distributions, combined with often complicated monomeric structures and sequences leads to nonstandard naming conventions. The use of commercial trade names further complicates matters. For example, polystyrene can be described by at least 1,800 different names. Even International Union of Pure and Applied Chemistry (IUPAC) naming conventions and Chemical Abstracts Service Registry Numbers, or simply, CAS numbers, both of which identify polymers based on their monomeric structure, have shortcomings—this helps explain why PolyInfo, the largest online polymers database, created its own numbering system. The problem of nomenclature is exacerbated in sequenced defined polymers. The viewpoint by J.-F. Lutz and the ensuing discussion in this journal
serve to emphasize this point. One potential, partial solution, is provided by the IUPAC international chemical identifier (InChI).\textsuperscript{41} This system is derived from chemical structures (unlike CAS numbers), and is relatively compact (unlike some IUPAC names). For these reasons, it is already used in databases such as PubChem, which reports the biological activity of small molecules.\textsuperscript{42} However, InChI only recently added experimental support for linear polymers, and does not support branched polymers. For now, it should be used whenever possible, and efforts should be made to convince the InChI trust to continue development for more complicated polymeric structures (branched, organometallic, Markush) in the future.

In addition to the list of components that make up a sample, a database also requires description of the property of interest. Such properties can be further categorized into well-defined groups such as thermodynamic, mechanical, transport, electromagnetic, optical. While properties may initially be thought of as well-defined entities, this can often not be true. Properties can be split up into three distinct categories: fundamental, application, and phenomenological. In the first case, no additional information needs to be specified about the property itself, for example, density, viscosity, and heat capacity. In the second case, the method of measurement must be specified, but a well-defined framework for performing and interpreting the measurement exists, for example the ASTM standard for determination of tensile elongation. In the last case, even an exact physical meaning is lacking. Perhaps the most notable example is the effective Flory-Huggins $\chi$ parameter. This simple, single parameter has been used to map out complicated phase diagrams of homopolymers and copolymers with considerable success.\textsuperscript{43,44} Yet, due to its phenomenological nature, its value depends on choice of system, measurement method and analysis. For example, choosing to report a mean-field or fluctuation corrected $\chi$ can significantly alter its value\textsuperscript{45} and issues associated with its applicability still remain.\textsuperscript{46} For these cases, additional research is warranted.

The contextual information associated with the property can also play an important role. Even fundamental properties cannot always escape the need for detailed contextual information. For example, polymeric density, naively a state variable, may vary significantly
depending on the processing history. The issue in this case is not the description of the property, but rather the accurate characterization of the sample being measured. As one moves toward application properties, where properties now become a function of both the sample and the method of measurement, the amount of contextual information required is even greater. In the most extreme case, phenomenological properties require detailed description of the sample, method of measurement and analysis. For these cases, raw data and analysis routines should be provided, as they will improve polymer informatics predictions and improve reproducibility. The need to describe such key contextual information, including the processing history, will only become more important as polymer science continues toward new, often out-of-equilibrium, frontiers. However, each additional piece of contextual information will make it more challenging for algorithms to automatically capture the information. For now, the decisions regarding contextual information are made by database creators when they develop the schema for properties of interest, but as time progresses, feedback from both human and computer database users can inform these choices.

In addition to all of the aforementioned aspects that need to be captured, there is also the issue of accuracy, precision, veracity and non-reporting. For the former two, error bars along with a discussion of the error bars should be reported, and for veracity, erroneous published results should be challenged. Specifically, a resource needs to be put in place for challenging erroneous data while minimizing negative side effects. Finally, for non-reporting, a resource needs to exist to collect these “non-results.” This resource could take the form of a database or a set of journals. Such a resource would be particularly useful in the case of well-defined situations such as unexpected results from chemical reactions with known reactants and conditions. Long-term, this requires a push from both the community and publishers, while in the short-term, outliers in databases can be identified and flagged, allowing such data to be ignored during informatics but potentially added back later, if warranted.

We have faced many of the aforementioned challenges in our own efforts to build a polymer $\chi$ parameter database, where we have relied on a combination of automation and
crowd-sourcing. Structured quantities such as the article title were entered automatically, while unstructured quantities, appearing in different forms and locations, such as the method of measurement, were entered by humans. Based on our results, we demonstrated that machine learning can be used to identify the articles that contain $\chi$, thereby reducing the human effort, but not eliminating it. To further complicate the problem, we find that not all of the necessary contextual information is always specified. We are currently working on the next steps: reducing the need for crowd-sourcing, expanding the properties included in the database, exploring ways to ensure the accurate capture of data, and continuing to lay the groundwork for polymer informatics. We suspect that such efforts will still be lacking in part due to an inability to capture the information that did not make it in the publication.

Many of the challenges associated with automatic data retrieval, including those related to a lack of reported data, could be avoided by adopting a conceptually simpler solution to populate databases—when scientists publish their results, they “deposit” their own data. Such data deposits could take three different forms. In the first, raw data are made available via a link in the journal article; this will improve reproducibility, but is lacking in regard to polymer informatics. In the second, better, form data are stored in a repository where they are indexed and have a persistent identifier, improving findability. In the third, and best form, data are directly deposited into a database with a common schema such that they can be immediately used for polymer informatics. This approach has been embraced by the biological community, who store their data in the Research Collaboratory for Structural Bioinformatics (RCSB) protein databank; the RCSB protein databank now contains a staggering 38,000 distinct protein structures.49,50 While this is the end goal, it is not a feasible place to start for data deposits if one wants to collect all polymeric data given that schemas would have to be developed for each type of data. A more practical solution for capturing polymeric data as a whole is to allow the authors of journal articles to create their own schema or borrow existing schema from a central library of schema that other users created. This means that a framework needs to be created where the researchers can specify
the values and the contextual information, possibly pulling from a “dictionary” of common terms that are often specified (e.g., number average molecular mass). Such efforts are already in progress by the creators of three resources: the Schema Repository and Registry,\textsuperscript{51} which provides a platform for registering schemas, the Materials Data Curation System,\textsuperscript{52,53} which already includes a schema creator to help transfer data into a structured format, and the Materials Data Facility,\textsuperscript{54,55} which is a site for publication of materials datasets of all sizes, as well as for materials data discovery. Dictionaries, schemas and data resources are also being developed in conjunction with the aforementioned efforts by the Center for Hierarchical Materials Design.\textsuperscript{56}

Encouraging researchers to deposit their data is also a challenge unto itself. To overcome this barrier, possible incentives include: (1) requirement by funding agencies, (2) requirement by journals, (3) recognition or gain directly from the activity. The first two incentives represent a change in policies toward data sharing—a direction in which they are slowly moving. For example, some grants require that journal articles be made available in PubMed. Additionally, the journal \textit{Science} requires certain data, such as molecular structure data, be deposited in databases, and most major publishers have at least some data policies in place. The third incentive could take two forms. One is voluntarily data deposits for the good of the community, much like the driving force behind Wikipedia. Another is to provide resources to go along with data deposits. This could take the form as a platform, similar to the Galaxy Project\textsuperscript{57} where analysis routines are shared, workflows are developed and data deposits are made trivial—not only eliminating the burden of depositing data but also making the researcher more efficient. Given that implementing such procedures and software could be slow, a two-pronged approach consisting of voluntary data entry and computer automated data extraction should be immediately supported to create databases and enable polymer informatics.

The polymer science community is currently presented with an extraordinary opportunity. Advances in computer science have shown that the immense amount of valuable
scientific data trapped in the literature may be harnessed by automating database creation, which in turn could be greatly assisted by data deposits. The resulting resources, coupled with emerging machine learning algorithms, could be invaluable for discovery of promising new materials. Additionally, the process of developing these resources will bolster day-to-day research via improved access to data through accessible resources including previously un-reported data, improved reliability through identification of errors, improved understanding through discussions around these ideas, and improved efficiency through analysis platforms. However, none of this will be possible unless polymer scientists finally come to terms with the decades long conundrum of how to describe the material of interest, interpret the property, determine what context is necessary and how to share their data. Polymers currently represent over five hundred billion dollars in the shipment of goods. That amount is expected to grow at twice the rate of the US gross domestic product. That industry, the polymer community, and the world’s economy would be well served by spearheading efforts to organize, curate, and exploit experimentally and computationally generated data.
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