Lieb-Robinson bounds on $n$-partite connected correlation functions
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Lieb and Robinson provided bounds on how fast bipartite connected correlations can arise in systems with only short-range interactions. We generalize Lieb-Robinson bounds on bipartite connected correlators to multipartite connected correlators. The bounds imply that an $n$-partite connected correlator can reach unit value in constant time. Remarkably, the bounds also allow for an $n$-partite connected correlator to reach a value that is exponentially large with system size in constant time, a feature which stands in contrast to bipartite connected correlations. We provide explicit examples of such systems.
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I. INTRODUCTION

Nonrelativistic quantum mechanics is not explicitly causal. Long-range interactions in many physical systems allow spatially separated subsystems to become correlated at arbitrarily high speed [1–3]. They enable superior quantum applications such as fast quantum state transfer [4]. However, in finite-dimensional systems with only bounded, short-range interactions, there is a maximum speed at which correlations may grow [5]. If a bipartite system is initially in a product state, Lieb-Robinson bounds [6] imply that its bipartite connected correlation function $\langle A_X A_Y \rangle$ at time $t$ is upper bounded by $\propto \exp(\lambda t) - r$ [7,8], where $r$ is the distance between the two subsystems $X$ and $Y$, and $\lambda_{LR}$ is the time-independent Lieb-Robinson velocity. The bounds generate an effective light cone $\lambda_{LR} t = r$, outside which any bipartite connected correlation function is exponentially small.

The bounds of Lieb and Robinson are useful in many contexts [9–13]. Recent experiments have measured the precise shape of the light cone in many-body systems [14,15]. In one case, a faster-than-linear light cone was observed in an effective spin chain, thus indicating the presence of long-range interactions [15]. The bounds also have implications for quantum state preparation, as preparation of a quantum state implies the disconnected correlator $\langle A_X A_Y \rangle$, which are better captured by multipartite connected correlators. For example, in pure states, multipartite correlations provide explicit examples of systems with this feature.

II. CONNECTED CORRELATIONS

Let us first define bipartite connected correlators. Consider a set of $n$ sites $\Gamma$ and two distinct, nonoverlapping subsets $X \subset \Gamma$ and $Y \subset \Gamma$. Denote by $S(X)$ the set of observables for which support lies entirely in $X$. The bipartite disconnected correlator between observables $A_X \in S(X)$ and $A_Y \in S(Y)$ is simply the expectation value of their joint measurement outcomes at equal time, i.e., $\langle A_X A_Y \rangle$. Often in experiments only single sites are directly accessible. Observables are then supported by single sites, i.e., $|X| = |Y| = 1$. In the following discussions we refer to such correlators as two-point disconnected correlators.

We note that disconnected correlators contain both quantum and classical correlations. For example in two-qubit systems, the disconnected correlator $\langle Z_1 Z_2 \rangle$ (where $Z$ is the Pauli matrix) achieves maximal value in both the fully classical state $|00\rangle$ and the maximally entangled state $\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$ [18]. Their difference lies in the local expectation values $\langle Z_1 \rangle$, $\langle Z_2 \rangle$, which are maximal for the product state and vanish for the maximally entangled state. These local expectation values, therefore, can be said to carry classical information of the systems (in pure states). The bipartite connected correlator is constructed by subtracting this “classicalness” from the disconnected correlator:

$$u_2(A_X A_Y) \equiv \langle A_X A_Y \rangle - \langle A_X \rangle \langle A_Y \rangle .$$

In general for mixed systems, if the joint state of $X \cup Y$ is a product state, i.e., $\rho_{X \cup Y} = \rho_X \otimes \rho_Y$, its disconnected correlators $\langle A_X A_Y \rangle$ are factorizable into $\langle A_X \rangle \langle A_Y \rangle$ and therefore all bipartite connected correlators vanish. The opposite is also true [16]:
Lemma 1. A density matrix $\rho$ is a product state, i.e., there exist complementary subsets $X, \tilde{X}$ such that $\rho = \rho_X \otimes \rho_{\tilde{X}}$, if and only if

$$u_2(A_X, A_{\tilde{X}}) = 0,$$

(2)

for all observables $A_X \in S(X)$ and $A_{\tilde{X}} \in S(\tilde{X})$.

In particular, a nonzero bipartite connected correlator implies bipartite entanglement in pure states. Lemma 1 is a consequence of Ref. [16]. We also present a simple proof in Appendix A.

A natural generalization of the bipartite connected correlator to multipartite systems is the Ursell function [19,20]. The $n$-partite connected correlator between $n$ observables $A_1, \ldots, A_n$, which are supported by $n$ distinct subsets of sites $X_1, \ldots, X_n$, respectively, is defined as

$$u_n(A_1, \ldots, A_n) = \sum_p g(\langle P \rangle) \prod_{p \in P} \left( \prod_{i \in p} A_i \right),$$

(3)

where $g(x) = (-1)^{x-1}(x-1)!$ and the sum is taken over all partitions $P$ of the set $\{1, 2, \ldots, n\}$. The $n$-partite connected correlators can be equivalently defined via either recursive relations or generating functions (see Appendix B for details).

Multipartite connected correlators also arise naturally in many other contexts. In quantum field theory, connected Green’s functions are multipartite connected correlators of field operators [21]. Mean-field theory is an approximation in which it is assumed that all connected correlators vanish [22]; in fact, mean-field theory fails when there exist significant connected correlations, and one must then seek higher-order approximations. The cumulant expansion technique is similar to mean-field theory, but only multipartite connected correlators of high enough order are ignored. Therefore, understanding when connected correlations are negligible is important for validating mean-field theory and the cumulant expansion.

The relation mentioned above between connected correlators and entanglement holds for $n$-partite connected correlators as well. It also follows from Ref. [16] that $n$-partite connected correlators vanish in product states. In particular, for pure states, a nonzero $n$-partite connected correlator implies genuine $n$-partite entanglement [23,24]:

Lemma 2. If an $n$-partite system is in a product state, i.e., there exist complementary subsystems $X, \tilde{X} \subset S_n$ such that

$$\rho = \rho_X \otimes \rho_{\tilde{X}},$$

(4)

then all $k$-body connected correlators ($2 < k < n$) between some observables $A_1, \ldots, A_k$, for which support lies entirely on $X$, and observables $B_1, \ldots, B_k$, for which support lies entirely on $\tilde{X}$, vanish:

$$u_k(A_1, \ldots, A_k, B_1, \ldots, B_k) = 0.$$  

(5)

Corollary 1. If an $n$-partite pure state $|\psi\rangle$ has a nonzero $n$-partite connected correlator, then it is genuinely $n$-partite entangled; i.e., there exist no subsystems $X, \tilde{X}$ such that $|\psi\rangle = |\psi_X\rangle \otimes |\psi_{\tilde{X}}\rangle$.

A direct proof of Lemma 2 is presented in Appendix C. The combination of Lemma 1 and Lemma 2 tells us that if the bipartite connected correlators are all zero between two regions then all higher-order connected correlators are guaranteed to be zero except for the scenario where all observables are supported on one region, or there exists an observable supported on both regions.

Multipartite connected correlations also provide a practical advantage over bipartite correlations, even though the latter are sufficient to characterize a quantum system. Consider a three-body system, for example. The collection of local expectation values and connected correlators,

$$U = \{ \langle A_1 \rangle, \langle A_2 \rangle, \langle A_3 \rangle, u_2(A_1, A_2), u_2(A_1, A_3), u_2(A_2, A_3), u_3(A_1, A_2, A_3) \},$$

(6)

where each $A_j$ runs over a complete single site basis (e.g., the Pauli matrices $X, Y, Z$), defines a unique tripartite quantum state. Another equivalent collection $\tilde{U}$ can be constructed from $U$ by replacing $u_3(A_1, A_2, A_3)$ with a bipartite connected correlator between one subsystem and the rest, e.g., $u_2(A_1, A_2, A_3)$. Although the two collections $U$ and $\tilde{U}$ are equivalent, $u_3(A_1, A_2, A_3)$ and $u_3(A_1, A_2, A_3)$ carry different information about the system. The three-point connected correlators $u_3(A_1, A_2, A_3)$ characterize global properties while $u_3(A_1, A_2, A_3)$ only tell us about local properties across the cut between subsystem 1 and the rest. If global properties, such as genuine three-body entanglement, are of concern, then tripartite connected correlators are superior. To have a chance at detecting genuine tripartite entanglement using only bipartite connected correlators, one must consider all possible bipartitions of the system. There are only three such partitions for a tripartite system, namely, 123, 123, and 123. But for $n$-partite systems, the number of bipartitions scales exponentially with $n$. Computing all of them would be impractical. Even then there is no guarantee they would detect genuine multipartite entanglement. Consider, for example, the following pure state of three qubits:

$$|\psi\rangle = \sqrt{\frac{5}{24}} |000\rangle + \sqrt{\frac{1}{8}} |010\rangle + \sqrt{\frac{1}{12}} |110\rangle,$$

$$+ \sqrt{\frac{1}{4}} |100\rangle + \sqrt{\frac{1}{8}} |101\rangle + \sqrt{\frac{1}{12}} |110\rangle + \sqrt{\frac{1}{24}} |111\rangle.$$  

(7)

Its three-point connected correlator $u_3(Z_1, Z_2, Z_3) = 1/10$ implies genuine tripartite entanglement in $|\psi\rangle$. Meanwhile, nonzero bipartite connected correlators across the cuts 2/312, $u_2(Z_2, Z_1, Z_3)$ and $u_2(Z_3, Z_1, Z_2)$, only tell us that there is entanglement between qubits 2 and 3. Because the bipartite connected correlator across 1/23, $u_2(Z_1, Z_2, Z_3)$, is zero, it is inconclusive whether the first qubit is entangled with the others without considering higher-order correlators.

This example demonstrates why multipartite connected correlators are better candidates than bipartite counterparts in multipartite entanglement detection schemes. It is therefore important to understand how these multipartite correlations evolve in physical systems.

III. MULTIPARTITE LIEB-ROBINSON BOUNDS

Our main result is Lieb-Robinson-like bounds on $n$-partite connected correlators in systems evolving from fully product...
states under short-range interactions, e.g.,
\( H = \sum_{i,j} J_{ij} V_i V_j \),
(8)
where \( V_i \) is the spin operator of the \( i \)th site, \( |J_{ij}| \leq 1 \) is the interaction strength between the \( i \)th and the \( j \)th sites, and the sum is over all neighboring \( i, j \). But before we present the bounds, let us discuss general features we expect from such bounds. These bounds are of the form
\[ u_n \leq C_n \exp(\nu_{LR} t - r), \]
(9)
where \( C_n \) is a constant, \( r \) is a relevant length scale, and \( \nu_{LR} \) is the same Lieb-Robinson velocity as in the bipartite bounds. Let us now examine the scaling of \( C_n \) with \( n \). If all observables have unit norm, bipartite connected correlators are upper bounded by 1 regardless of a system’s size. However, multipartite connected correlators can increase in value with the number of subsystems. For example, in the \( n \)-qubit Greenberger-Horne-Zeilinger (GHZ) state,
\[ |\text{GHZ} \rangle = \frac{|0\rangle^{\otimes n} + |1\rangle^{\otimes n}}{\sqrt{2}}, \]
(10)
the \( n \)-point connected correlator \( u_n(Z_1, \ldots, Z_n) = O(n^n) \) (details in Appendix E). Therefore, we expect \( C_n \) to grow with \( n \) as well: \( C_n = O(n^n) \). Another constant we would like to understand is the critical distance \( r \) in the Lieb-Robinson bound on a bipartite connected correlator, the critical distance is simply the distance between the two involved parties. However, in a multipartite system there are many relevant length scales which could possibly serve as the critical distance. As an example, let us consider a three-qubit system (Fig. 1). Without loss of generality we assume \( r_{12} < r_{23} < r_{31} \), where \( r_{ij} \) denotes the distance between the \( i \)th and \( j \)th qubits. We argue that a bound of the form (9) with \( r = r_{12} \) is valid but trivial. Intuitively an observable initially localized at the first qubit will need time to spread a distance \( r_{12} \) before “seeing” another qubit. Is there a stronger bound, i.e., inequality (9) with a larger value for \( r' \)? The largest distance \( r_{31} \) would make the most sense, since at \( t = r_{31}/\nu \), an observable initially localized at one qubit has enough time to spread to all others. We show below that the critical distance for the tightest bound is neither the smallest \( r_{12} \) nor the largest distance \( r_{31} \), but actually the intermediate length scale \( r_{23} \). This surprising result leads to unexpected consequences, including the creation of exponentially large connected correlations in unit time.

**Theorem 1.** Given \( n \) nonoverlapping subsystems \( \{X_1, \ldots, X_n\} = S \) initialized to a fully product state \( |\psi_X \rangle \otimes \cdots \otimes |\psi_X \rangle \) and evolved under short-range interactions, the \( n \)-partite connected correlator between observables \( A_i \in S(X_i) \) \((i = 1, \ldots, n)\) is bounded,
\[ |u_n(A_1, \ldots, A_n)| \leq C_n \exp(\nu_{LR} t - R), \]
(11)
where \( \nu_{LR} \) is the same velocity as in the bipartite Lieb-Robinson bounds, \( C_n = \frac{C_2}{n} C_2 \) with \( C_2 \) being the constant in bipartite Lieb-Robinson bounds [25], and
\[ R = \max_{S_i \subset S} d(S_1, \bar{S}_1) \]
(12)
is the largest distance between any subset \( S_1 \subset S \) and its complementary subset \( \bar{S}_1 \). Here the distance \( d \) between two sets of sites is the shortest distance between a site in one set and a site in the other set.

**Proof.** We explain our proof in the simplest case of \( n = 3 \). We use the following identity (given in Appendix B) to write disconnected correlators in terms of connected correlators:
\[ \langle A_1 A_2 A_3 \rangle = u_3(A_1, A_2, A_3) + u_2(A_1, A_3) \langle A_2 \rangle + u_2(A_2, A_3) \langle A_1 \rangle \]
(13)
Notice that the last two terms on the right-hand side sum up to \( \langle A_1 A_2 \rangle \langle A_3 \rangle \). If we move this term to the left-hand side, we obtain an expression of \( u_3 \) in terms of only bipartite connected correlators (and local expectation values),
\[ u_3(A_1, A_2, A_3) = u_2(A_1, A_2, A_3) - u_2(A_1, A_3) \langle A_2 \rangle - u_2(A_2, A_3) \langle A_1 \rangle, \]
(14)
where the local expectation values \( \langle A_2 \rangle, \langle A_3 \rangle \) are between \(-1 \) and \( 1 \). Therefore, we may bound the three-body connected correlator using the bipartite Lieb-Robinson bound as follows:
\[ |u_3(A_1, A_2, A_3)| \leq |u_2(A_1, A_2, A_3)| + |u_2(A_1, A_3)| + |u_2(A_2, A_3)| \]
\[ \leq C_2 e^{\nu_{LR} t - r_{23}} + C_2 e^{\nu_{LR} t - r_{13}} + C_2 e^{\nu_{LR} t - r_{12}} \]
\[ \leq 3C_2 e^{\nu_{LR} t - r_{23}}, \]
(15)
where \( r_{123} = \min \{r_{12}, r_{13}, r_{23}\} \) is the distance from the third site to the other two and \( C_2 \) comes from bipartite Lieb-Robinson bounds [15]. One may notice that at the beginning the three sites play equal roles, but somehow this symmetry is broken in Eq. (15). The reason is the choice to team up \( \langle A_1 \rangle \langle A_2 \rangle \langle A_3 \rangle \) and \( u_2(A_1, A_2) \langle A_3 \rangle \) after Eq. (13). Instead, we may replace the latter with either \( u_2(A_2, A_1) \langle A_3 \rangle \) or \( u_2(A_1, A_3) \langle A_2 \rangle \) to obtain two different bounds in the form of Eq. (15), with either \( r_{23} \) or \( r_{123} \) in place of \( r_{123} \). The tightest bound corresponds to the smallest distance among \( r_{23}, r_{13}, r_{12} \), and hence the theorem follows. Proof for general \( n \) follows the exact same line and is presented in full in Appendix D.

Since the proof is inductive on the number of sites, \( n \), the multipartite Lieb-Robinson bounds are in general weaker than bipartite Lieb-Robinson bounds. Violation of our bound for a multipartite connected correlator implies violation of at least one bipartite bound. Nevertheless, the multipartite Lieb-Robinson bounds in Theorem 1 can be saturated. For example, consider a geometry of \( n \) sites where they are divided into two nonempty cliques, each of spatial size \( a \). The two cliques are separated by a large distance \( R \gg a \) (Fig. 2). Lieb-Robinson bounds of \( n \)-partite connected correlators for
this geometry are saturated by preparing the GHZ state of \( n \) qubits, which can be done in time \( t \approx R/v_{1,R} \).

Whether our \( n \)-partite Lieb-Robinson bounds are tight for all geometries is still an open question. The geometry of Fig. 2 resembles a bipartite system, where each clique plays the role of one party. There are geometries which are very different from bipartite systems and, as a consequence, they offer some unique and interesting implications. For example, as mentioned before, the critical distance in the multipartite Lieb-Robinson bound is neither the largest nor the smallest distance. In the asymptotic limit of large \( n \), these quantities can be very different. We now examine such examples.

IV. FAST GENERATION OF MULTIPARTITE CORRELATION

In a bipartite system, the time needed to create bipartite correlators of order \( O(1) \) increases proportionally to the distance between the two subsystems. It is natural to expect the time needed to create \( n \)-point correlators of order \( O(1) \) in an \( n \)-partite system to increase with the spatial size of the system. However, Theorem 1 suggests that it may not necessarily be the case. For example, consider an equally spaced one-dimensional chain of \( n \) qubits (see Fig. 3). If the distance between two consecutive qubits is fixed, the spatial length of the chain increases as \( O(n) \). Therefore, two-point connected correlators between the end qubits can only be created after \( O(n) \) time. Meanwhile, Theorem 1 suggests that \( n \)-point connected correlators of order \( O(1) \) between all \( n \) qubits might be created in \( O(1) \) time using only nearest-neighbor interactions, enabling almost instant \( n \)-partite genuine entanglement. As we show below, systems with such a feature do exist.

One example is the one-dimensional cluster state. Cluster states (also called graph states) are multipartite entangled states (also called graph states) which are genuinely entangled. As we show below, systems with such a feature do exist.

One example is the one-dimensional cluster state. Cluster states (also called graph states) are multipartite entangled states. A relevant question is whether it can be expedited by some initial correlations [29]. To answer this question, we look at the time dependence of connected correlators in an \( n \)-qubit system initialized to \( |+\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}} \) and (ii) apply a controlled-Z gate to every pair of qubits connected by an edge in \( E \). A controlled-Z gate on two qubits \( i \) and \( j \) can be implemented by evolving the system for a time \( \frac{\pi}{4} \) under the Hamiltonian

\[
H_{ij}^{(Z)} = I + Z_i + Z_j - Z_i Z_j.
\]

where \( Z \) is the diagonal Pauli matrix. Some cluster states, e.g., Fig. 3, only require application of finite-range controlled-Zs. Meanwhile, the generating Hamiltonians (16) commute with each other and therefore they can be applied simultaneously. Therefore, such cluster states as well as their correlations can be created in constant time \( O(1) \). In particular, within an \( n \)-independent time \( \frac{\pi}{4} \), we can create \( |\psi_n(Y_1, X_2, X_3, \ldots, X_{n-1}, Y_n) = 1 \) in a cluster state with only nearest-neighbor interactions [Fig. 3(a)]. This example shows that \( n \)-point connected correlators of order \( O(1) \) can be created in unit time \( O(1) \), independent of a system’s size. Yet, we can do better; i.e., we can create exponentially large \( n \)-point connected correlators in unit time. For example, in the cluster state of Fig. 3(b), we allow each site to interact within a larger neighborhood. It still takes \( \frac{\pi}{4} \) (unit time) to prepare the state, while direct calculation shows that one of its correlators grows exponentially as \( 2^{n^2} \) (Appendix E).

In the above examples we have discussed how much time it takes to grow connected correlations from fully uncorrelated states. A relevant question is whether it can be expedited by some initial correlations [29]. To answer this question, we look at the time dependence of connected correlators in an \( n \)-qubit system initialized to \( |00\cdots0\rangle \) and evolved under the Hamiltonian \( \sum_{\langle i,j \rangle} X_i X_j \). If this system has the geometry of Fig. 3(a), we find the \( n \)-point connected correlator

\[
u_n(Z_1, \ldots, Z_n) = \left[ \sin^2(2t) \right]^{n-1}
\]

(Appendix E). We plot this function for a few values of \( n \) in Fig. 4. For large \( n \) the correlator remains negligible for most of the time and rapidly grows to 1 near \( t = \frac{\pi}{4} \). In other words, the connected correlator only needs a very small time \( \delta t \ll 1 \) to grow from almost zero to a significant value. It gives evidence that creation of multipartite
states can be expedited by small initial correlations. We remark that while the exact correlator \( u_n(\{X\}_i, \ldots, \{X\}_n) \) is negligible at any time before \( \pi / 4 \), there may exist other sets of observables for which \( n \)-point connected correlators are non-negligible.

V. OUTLOOK

Although the relation between genuine multipartite entanglement and multipartite connected correlations is simple for pure states, whether one can infer any information about genuine multipartite entanglement of a mixed state from its multipartite correlations is still an open question.

In our model, only short-range interactions between two sites are present. An immediate question is how the Lieb-Robinson bounds generalize to other models with long-range interactions or interaction terms which involve more than two particles. Robinson bounds generalize to other models with long-range connections. We expect that genuine multipartite entanglement of a mixed state from its multipartite connected correlation function which are equivalent to Theorem 1 and in Appendix E.
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APPENDIX A: PROOF OF LEMMA 1

In this section we prove Theorem 1 by induction on \( n \). One direction of the lemma is straightforward. If the joint state is a product, i.e., \( \rho = \rho_X \otimes \rho_Y \), then all bipartite disconnected correlators between \( A_X \in S(\mathcal{X}) \) and \( A_Y \in S(\mathcal{Y}) \) are factorizable, \( \{A_X A_Y\} = \{A_X\} \{A_Y\} \). Therefore, all bipartite connected correlators vanish. To prove the opposite direction, that is, vanishing of all bipartite connected correlators implies \( \rho \) is a product state, let \( \{\Gamma^X_{\mu}\} \) denote a complete normalized basis for density matrices of \( \mathcal{X} \), and likewise for \( \{\Gamma^Y_{\nu}\} \). Any joint state of \( \mathcal{X} \) and \( \mathcal{Y} \) may be written as

\[
\rho = \frac{1}{N} \left( \mathbb{1}_{\mathcal{X} \otimes \mathcal{Y}} + \sum_{\mu} \{\Gamma^X_{\mu}\} \Gamma^X_{\mu} \otimes \mathbb{1}_{\mathcal{Y}} + \sum_{\nu} \{\Gamma^Y_{\nu}\} \mathbb{1}_{\mathcal{X}} \otimes \Gamma^Y_{\nu} \right) 
\]

(\( \mathbb{1}_{\mathcal{X} \otimes \mathcal{Y}} \) are the completeness relations of jointly normalized bases),

\[
= \sum_{\mu, \nu} \{\Gamma^X_{\mu} \otimes \mathbb{1}_{\mathcal{Y}}\} \Gamma^X_{\mu} \otimes \Gamma^Y_{\nu}
\]

(\( A \) is taken over all partitions of \( \{A_X\}_i, \ldots, \{A_Y\}_n \) except for the trivial partition \( P = \{A_X\}_i, \ldots, \{A_Y\}_n \), and \( \tilde{A}_P = \{A_i \in P\} \) denotes the set of all observables with indices in set \( P \). We find this definition useful for the inductive proof of Theorem 1 and in Appendix E.

APPENDIX B: EQUIVALENT DEFINITIONS OF MULTIPARTITE CONNECTED CORRELATOR

In this section we present some definitions of the multipartite connected correlation function which are equivalent to Eq. (3). The multipartite connected correlator can also be generated by [20]

\[
u_n(A_1, \ldots, A_n) = \left[ \frac{\partial^n}{\partial \lambda_1 \cdots \partial \lambda_n} \ln \{e^{\sum_{i=1}^n \lambda_i A_i}\} \right]_{\lambda=0},
\]

(\( B_1 \))

where the partial derivative is evaluated at \( \lambda = (\lambda_1, \ldots, \lambda_n) = 0 \). This generating form is used in Appendix E to evaluate multipartite connected correlators of the GHZ state. An equivalent way to define multipartite connected correlators is via lower-order correlators,

\[
u_n(A_1, \ldots, A_n) = \langle A_1 \ldots A_n \rangle - \sum_{P} \prod_{p \in P} \nu_{|P|}(\tilde{A}_P),
\]

(\( B_2 \))

where the sum \( \sum_{P} \) is taken over all partitions of \( \{A_1\}_n \) except for the trivial partition \( P = \{A_1\}_n \), and \( \tilde{A}_P = \{A_i \in P\} \) denotes the set of all observables with indices in set \( P \). We find this definition useful for the inductive proof of Theorem 1 and in Appendix E.

APPENDIX C: PROOF OF LEMMA 2

In this section we prove the connection between factorizability and vanishing connected correlators in Lemma 2. We prove this lemma inductively using generating functions of multipartite connected correlators (B1),

\[
\ln \left( \exp \left( \sum_{i=1}^n \lambda_i A_i + \sum_{j=1}^n \lambda_j' B_j \right) \right) = \ln \left( \exp \left( \sum_{i=1}^n \lambda_i A_i \right) \right) + \ln \left( \exp \left( \sum_{j=1}^n \lambda_j' B_j \right) \right).
\]

(\( C_1 \))

The first term on the right-hand side is independent of any \( \lambda_j' \). Therefore, partial derivatives with respect to \( \lambda_j' \) will make the first term vanish. Similarly, the second term will also vanish after partial derivatives with respect to \( \lambda_i \). Therefore, multipartite connected correlators, which are \( n \)-th order partial derivatives of the left-hand side with respect to both \( \lambda_i \) and \( \lambda_j' \), will vanish. The lemma follows.

APPENDIX D: PROOF OF THEOREM 1

In this section we prove Theorem 1 by induction on \( n \). When \( n = 2 \), the inequalities reduce to bipartite Lieb-Robinson bounds. Assuming that it holds for any \( 2 \leq n \leq k - 1 \), we prove that it holds for \( n = k \). We start with the recursive...
definition of connected correlators (Appendix B):

\[ (A_1 \cdots A_k) = \sum_{p \in \mathcal{P}(S)} \prod_{p \in \mathcal{P}(S)} u_{|p|}(\tilde{A}_p), \]

where \( \mathcal{P}(S) \) denotes the set of all partitions of \( S = 1, \ldots, k, \)
and \( \tilde{A}_p = \{A_i : i \in p\} \) denotes the set of all observables with
indices in set \( p \). Consider one particular bipartition of \( S \), e.g., \( S = S_1 \cup S_2 \) such that \( S_1 \cap S_2 = \emptyset \). The partitions of \( S \)
can then be divided into two types. Partitions of the first type have elements
that lie entirely on either \( S_1 \) or \( S_2 \). They therefore belong to the set \( \mathcal{P}(S_1) \oplus \mathcal{P}(S_2) \). The sum over these partitions
in Eq. (D1) can then be factored into a product of two sums over \( \mathcal{P}(S_1) \) and \( \mathcal{P}(S_2) \),

\[
\left[ \sum_{p \in \mathcal{P}(S_1)} \prod_{p \in \mathcal{P}(S)} u_{|p|}(\tilde{A}_p) \right] \left[ \sum_{p \in \mathcal{P}(S_2)} \prod_{p \in \mathcal{P}(S)} u_{|p|}(\tilde{A}_p) \right]
\]

where we have used definition (D1) for the sets \( S_1 \) and \( S_2 \). The
terms in Eq. (D1) we have not yet summed over are partitions in which some elements overlap with both \( S_1 \) and \( S_2 \), namely, \( \mathcal{P}(S) \setminus \mathcal{P}(S_1) \oplus \mathcal{P}(S_2) \equiv \mathcal{P}_{12} \). We can then rewrite Eq. (D1) as

\[
(A_1 \cdots A_k) = u_k(A_1, \ldots, A_k) + \sum_{p, p \in \mathcal{P}(S_1) \oplus \mathcal{P}(S_2)} \prod_{p \in \mathcal{P}(S_1) \oplus \mathcal{P}(S_2)} u_{|p|}(\tilde{A}_p). \tag{D3}
\]

Rearranging Eq. (D3) in terms of bipartite connected correlators, we have

\[
u_k(A_1, \ldots, A_k) = u_2(\prod_{i \in S_1} A_i, \prod_{i \in S_2} A_i) - \sum_{p, p \in \mathcal{P}_1, p \in \mathcal{P}_2} \prod_{p \in \mathcal{P}_1} u_{|p|}(\{A_{i \in \{p\}}\}). \tag{D4}
\]

Therefore,

\[
|u_k(A_1, \ldots, A_k)| \leq \left| u_2(\prod_{i \in S_1} A_i, \prod_{i \in S_2} A_i) \right| + \sum_{p, p \in \mathcal{P}_1, p \in \mathcal{P}_2} \prod_{p \in \mathcal{P}_1} |u_{|p|}(\{A_{i \in \{p\}}\})| \tag{D5}
\]

The first term is bounded by \( \alpha\exp(\nu l - d(S_1, S_2)) \), where
the distance between subsystems \( S_1 \) and \( S_2 \), i.e., \( d(S_1, S_2) \),
is defined as the smallest separation distance between a site in \( S_1 \) and a site in \( S_2 \). To bound the second term, we first
realize that the connected correlators here are between at most \( k - 1 \) points, and therefore our induction hypothesis applies. For each connected correlator \( u \), there can be two possibilities. It can involve subsystems supported by both \( S_1 \) and \( S_2 \), or supported by either \( S_1 \) or \( S_2 \) alone. If we sum over those of the second type, we again get expectation values which are bounded by 1. For the connected correlator \( u \) that involves qubits in both \( S_1 \) and \( S_2 \), by the induction hypothesis
it is bounded by \( \exp(\nu l - r) \), where \( r \) is the largest distance
between any bipartitions of the subsystems. By dividing those subsystems into those in \( S_1 \) and those in \( S_2 \), the distance \( r \has to be at least the one between \( S_1 \) and \( S_2 \), i.e., \( r \geq d(S_1, S_2) \).
Therefore, the second term in Eq. (D5) is also bounded by \( \exp(\nu l - d(S_1, S_2)) \). In the end, we get

\[
|u_k(A_1, \ldots, A_k)| \leq C_k \exp[\nu l - d(S_1, S_2)] \tag{D6}
\]

for some constant \( C_k \) to be determined. For each choice of bipartition \( S_1, S_2 \), we get one such inequality. The tightest bound is obtained from the bipartition with the largest distance \( d \), i.e.,

\[
|u_k(A_1, \ldots, A_k)| \leq C_k \exp[\nu l - R] \tag{7}
\]

with \( R = \max_{S_1, S_2} d(S_1, S_2) \). Thus the hypothesis is true for \( n = k \), and by induction it holds for any \( n \).

We now prove the second part of the theorem, i.e., \( C_n \leq n^d \frac{\alpha}{d} \). Clearly we can prove it for \( n = 2 \). We prove that if the statement holds up to \( n = k - 1 \), it must also hold for \( n = k \). Recall that a \( k \)-point connected correlator is bounded by Eq. (D5). The first
term of Eq. (D5) is bounded by 1. We need to find a bound for the sum. Note that at the critical time \( t = R/v \), the only non-negligible contributing terms are those involving \( S_1' \subset S_1 \) and \( S_2' \subset S_2 \) such that the distance between \( S_1' \) and \( S_2' \) is exactly \( R \) (by construction the distance is at least \( R \)).

Let \( S_1^{(0)} \subset S_1 \) and \( S_2^{(0)} \subset S_2 \) be such that the distance
between any \( s_1 \in S_1^{(0)} \) and \( s_2 \in S_2^{(0)} \) is always \( R \). The point is
that only connected correlators that involve such \( s_1 \) and \( s_2 \) will contribute to the sum. We now count the contribution from such correlators. If we take \( k_1 \) subsystems from \( S_1^{(0)} \), \( k_2 \) subsystems from \( S_2^{(0)} \), and \( k_3 \) subsystems from \( S_2^{(0)} \), their contribution is \( O((k_1 + k_2 + k_3)^{k_1 + k_2 + k_3}) \). Note that, summing
over connected correlators of leftover subsystems, we get their disconnected correlator, which is bounded by 1. Note also that by counting this way, some terms will appear more than once, so we get a loose bound. Denoting by \( m_1, m_2, m_3 \) the size of \( S_1^{(0)} \), \( S_2^{(0)} \), and \( S_3^{(0)} \), we can bound the constant \( C_k \) by summing over all possible choices of \( k_1 + k_2 + k_3 \leq k - 1 \),

\[
C_k \leq \frac{C_2}{4} \sum_{k_1+k_2+k_3=0} \sum_{k_1+k_2+k_3=0} \sum_{k_1+k_2+k_3=0} \left( m_1 \right) \left( m_2 \right) \left( m_3 \right) \tag{D8}
\]

\[
\times (k_1 + k_2 + k_3)^{k_1 + k_2 + k_3}
\]

\[
\leq \frac{C_2}{4} \sum_{k_1+k_2+k_3=0} \sum_{k_1+k_2+k_3=0} \sum_{k_1+k_2+k_3=0} \left( m_1 \right) \left( m_2 \right) \left( m_3 \right) \tag{D9}
\]

\[
\times (k - 1)^{k_1 + k_2 + k_3}
\]

\[
= \frac{C_2}{4} \left( k^{m_1 - 1} - 1 \right) \left( k^{m_2 - 1} - 1 \right) k^{m_3} \leq \frac{C_2}{4} k^{m_1 + m_2 + m_3} = \frac{C_2 k^2}{4}. \tag{D10}
\]

Thus \( C_k \leq k^2 \frac{C_2}{4} \) holds for \( n = k \), and by induction it holds for any \( n \).
APPENDIX E: CALCULATION OF CONNECTED CORRELATORS

In this section we show how connected correlators are calculated for the GHZ states, the cluster states, and the product state evolved under the XX Hamiltonian.

1. The GHZ state

The generating function of $u_n(Z_1, \ldots, Z_n)$ evaluated for the GHZ state of $n$ qubits is

$$g_n \equiv \ln \left\{ \exp \left( \sum_{i=1}^{n} \lambda_i Z_i \right) \right\}_{\text{GHZ}}$$

(E1)

Then

$$= \ln \left[ \frac{1}{2} \exp \left( \sum_{i=1}^{n} \lambda_i \right) + \frac{1}{2} \exp \left( - \sum_{i=1}^{n} \lambda_i \right) \right]$$

(E2)

$$= \ln \left[ \cosh \left( \sum_{i=1}^{n} \lambda_i \right) \right].$$

(E3)

Let $\lambda \equiv \sum_{i=1}^{n} \lambda_i$. Then

$$\frac{\partial g_n}{\partial \lambda_i} = \frac{\partial g_n}{\partial \lambda} \frac{\partial \lambda}{\partial \lambda_i} = \frac{\partial g_n}{\partial \lambda},$$

(E4)

for all $i$. Therefore, the multipartite connected correlator above is given by

$$u_n(Z_1, \ldots, Z_n) = \frac{\partial^n g_n}{\partial \lambda^n} \bigg|_{\lambda=0} = \left[ \frac{\partial^n}{\partial \lambda^n} \ln(\cosh \lambda) \right]_{\lambda=0}.$$  \hspace{1cm} (E5)

Note that this connected correlator has the same parity as $n$. Therefore, for odd $n$, it vanishes. For even $n$, the correlator is given by

$$u_n = \frac{2^n (2^n - 1) B_n}{n},$$

(E6)

where $B_n$ is the $n$th Bernoulli number. In the large-$n$ limit, the Bernoulli number is approximated by

$$|B_n| \approx 4 \frac{\pi n}{2} \left( \frac{n}{2 \pi e} \right)^n.$$  \hspace{1cm} (E7)

Therefore, the $n$-point connected correlator of the GHZ state grows as $u_n \propto n^{-1/2} \left( \frac{2^n}{\pi} \right)^n = O(n^n).

2. The cluster states

For each vertex $i$ in a cluster state’s graph, we can associate an operator $X_i \prod_{j \in \mathcal{N}(i)} Z_j$, where $\mathcal{N}(i)$ denotes the set of vertices adjacent to $i$. These operators generate a stabilizer group of which the cluster state is a simultaneous eigenstate. Operators outside of this group have no disconnected correlations. Using the stabilizer group, we can count the number of contributing disconnected correlators in the definition of connected correlators (3). For example, for the observables $X_1, X_2, X_3, \ldots, X_{n-1}, Y_n$ in the cluster state in Fig. 3(a), all low-order disconnected correlators vanish. Therefore,

$$u_n(Y_1, X_2, X_3, \ldots, X_{n-1}, Y_n) = \langle Y_1 X_2 X_3 \ldots X_{n-1} Y_n \rangle = 1.$$  \hspace{1cm} (E8)

Similarly, by direct counting we find the $n$-point connected correlator of the Fig. 3(b) cluster state $u_n(\{ T_j : j = 1, \ldots, n \}) = 2^{n-1}$, where $T_j = X_j$ for all $1 < j < n$ such that $j \equiv 1 \pmod{3}$, and $T_j = Y_j$ otherwise.

3. The product state evolved under the XX Hamiltonian

The time evolution shown in Fig. 4 can be verified as follows. The time-dependent state of $n$ qubits evolving from $|00 \cdots 0\rangle$ under $H = \sum_{i,j} X_i X_j$ can be written in the form of a matrix product state,

$$|\psi(t)\rangle = \sum_{i_1, \ldots, i_n \in \{0,1\}} c_{i_1|i_2| \cdots |i_n} |i_1 i_2 \cdots i_n\rangle,$$  \hspace{1cm} (E9)

the coefficients of which are given by

$$c_{i_1|i_2| \cdots |i_n} = (L_{i_1} A_{i_2} (t) A_{i_3} (t) \cdots A_{i_{n-1}} (t) R_{i_n} (t)).$$  \hspace{1cm} (E10)

where

$$L_0 = (1 \ 0),$$

(E11)

$$L_1 = (0 \ 1),$$

(E12)

$$A_0 (t) = \begin{pmatrix} \cos t & 0 \\ 0 & -i \sin t \end{pmatrix},$$

(E13)

$$A_1 (t) = \begin{pmatrix} 0 & \cos t \\ -i \sin t & 0 \end{pmatrix},$$

(E14)

$$R_0 (t) = \begin{pmatrix} \cos t & 0 \\ 0 & 0 \end{pmatrix},$$

(E15)

$$R_1 (t) = \begin{pmatrix} 0 & 0 \\ 0 & -i \sin t \end{pmatrix}.$$  \hspace{1cm} (E16)

Note that this matrix product state is in left canonical form (i.e., $\sum_i L_i |i \rangle = \sum_i A_i |i \rangle = 1$) and it is normalized ($\sum_i R_i |i \rangle = 1$). Our goal is to first determine all disconnected correlators of the form $\langle O_1 O_2 \cdots O_n \rangle$, where $O_i$ is either $I$ or $Z$. Because all such operators are diagonal on each site, we can write the expectation value itself as a matrix product. In the end, we find that the disconnected correlator picks up a factor of $\cos (2t)$ for each “boundary” between a $Z$ operator and an $I$ operator. For instance, on a five-qubit system, the expectation value $\langle Z_2 Z_3 Z_5 \rangle = \langle \text{IZIZIZ} \rangle = \langle \text{IZIZIZ} \rangle = \langle \cos (2t) \rangle^3$, as there are three relevant boundaries: between qubits 1 and 2, 3 and 4, and 4 and 5.

From this, it is already obvious that our connected correlator $u_n(Z_1, \ldots, Z_n)$ will be some polynomial of the variable $\cos (2t)$. Given some partition $P$, we would like to determine the power to which $\cos (2t)$ is raised. Let us, for the sake of example, denote our partition by letters of the alphabet. On five qubits, ABBCA corresponds to the product of disconnected correlators $\langle Z_1 Z_3 \rangle \langle Z_2 Z_5 \rangle \langle Z_4 \rangle = \langle ZIZIZ \rangle \langle ZIZIZ \rangle \langle ZIZIZ \rangle = \langle \cos (2t) \rangle^6$. In general, the product of disconnected correlators will be $\langle \cos (2t) \rangle^{2^v}$, where $v$ is the number of bonds that border two distinct subsets of the partition. (In the case of the example ABBCA, this includes each bond except the one between sites 2 and 3, which are both in the same subset, B.)

Now we would like to count the number of partitions which contribute to the term with power $2v$. Because the coefficient in the connected correlator depends on the number of subsets in the partition $P$, we must consider separately partitions...
with different numbers of subsets. Given $n$ qubits, there are $n - 1$ bonds between qubits. Thus there are $\binom{n-1}{v}$ different ways to choose $v$ bonds which connect different subsets of the partition. Given these $v$ bonds, there are $\binom{n-1}{v}$ different ways to construct partitions with $(a + 1)$ total subsets. (Here, $\binom{n}{v}$ denotes a Stirling number of the second kind.) Thus, the number of partitions on $n$ qubits with $v$ bonds that border two distinct subsets and with $(a + 1)$ total subsets is $\binom{n-1}{v} \cdot \binom{n-1}{v}$. Note that $\sum_{v=0}^{n-1} \binom{n-1}{v} \sum_{a=0}^{v} \binom{n-1}{v} = (n - 1) v$. Each of these partitions contains $v$ bonds which connect different subsets. Given these $v$ bonds, there are $\binom{n}{v}$ different ways to pick partitions with $v$ bonds that border two distinct subsets and with $(a + 1)$ total subsets.

As mentioned above, we can compute the expectation value of the connected correlator from Eq. (3) as follows:

\[
\langle \prod_{p \in \mathcal{P}} \left( \sum_{v \in \mathcal{V}_p} Z_v \right) \rangle = \sum_{p \in \mathcal{P}} (-1)^{|\mathcal{P}|-1} \langle |\mathcal{P}| - 1 \rangle \prod_{p \in \mathcal{P}} \left( \sum_{v \in \mathcal{V}_p} Z_v \right) = \sum_{v=0}^{n-1} \sum_{a=0}^{v} (-1)^v a! \binom{n-1}{v} \frac{[\cos(2\tau)]^{2v}}{a} 
\]

\[
= \sum_{v=0}^{n-1} \frac{(-1)^v}{v} \sum_{a=0}^{v} (-1)^v a! \binom{n-1}{v} \frac{[\cos(2\tau)]^{2v}}{a} = \sum_{v=0}^{n-1} \frac{(-1)^v}{v} \sum_{a=0}^{v} (-1)^v a! \binom{n-1}{v} \frac{[\cos(2\tau)]^{2v}}{a} 
\]

\[
= \sum_{v=0}^{n-1} \frac{(-1)^v}{v} \left[ (\cos(2\tau))^v - \sum_{a=0}^{v} (-1)^a a! \binom{n-1}{v} \frac{[\cos(2\tau)]^{2v}}{a} \right] 
\]

\[
= \sum_{v=0}^{n-1} \frac{(-1)^v}{v} \left[ (\cos(2\tau))^v - \sum_{a=0}^{v} (-1)^a a! \binom{n-1}{v} \frac{[\cos(2\tau)]^{2v}}{a} \right] = [1 - \cos^2(2\tau)]^{n-1} = [\sin^2(2\tau)]^{n-1},
\]

(E17)

where we have used the identity $\sum_{a=0}^{v} (-1)^a a! \binom{n-1}{v} = (-1)^v$ [31].

[5] In infinite-dimensional systems, e.g., bosons, correlations may grow at arbitrarily high speed [32], provided that nonrelativistic quantum mechanics still applies.