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2017 ACCOMPLISHMENTS AND OPPORTUNITIES
It is with great pleasure that I present to you this year’s annual report for the NIST Center for Neutron Research, containing a selection of the NCNR’s accomplishments and opportunities for 2017. It was a great year for facility operations: in CY 2017 the reactor operated at full power for 228 days with 98% reliability. Both cold sources operated with very good reliability.

This year was marked by significant developments of two new neutron scattering instruments soon to be available to users. The vSANS vessel arrived on three flatbed trucks in March and they were installed on the NG-3 beamline in April. After an intense period of installation, first neutrons were detected on August 11th and the first science measurement was performed soon thereafter. This new capability will offer unprecedented capabilities to the scientific community and we are excited to make it available for proposals and beamtime requests in 2018. The CANDOR instrument also achieved a milestone when the prototype scintillation detector achieved a neutron detection efficiency comparable to 3He gas-based detectors, a feat that surpassed all performance expectations for the instrument. We are all looking forward to reaching the milestone of first detected neutrons in CANDOR in 2018. In addition to instrument developments, a new laboratory in the north end of the guide hall extension designed for handling activated samples was completed this year and the lab is now open to users.

There were numerous developments designed to improve facility performance, reliability, and extend the lifetime of the reactor to ensure that the NCNR provides neutron measurements to the scientific community far into the future. As of this writing, the reactor is amid an extended outage in which the reactor shim arms are being replaced, the primary pump system is being upgraded, the reactor control console is undergoing an upgrade, and a new higher capacity refrigerator is being commissioned for use with the existing cold sources. In addition, improvements are being made at MACS and the BT-7 TAS instrument to improve operational reliability. Each one of these items are major projects and the focus of the staff is exclusively focused on completing these tasks successfully so that we may restart scientific operations in January. I encourage you to read more about these projects in this report.

As always, the reason for the NCNR is to provide the scientific community with the best tools to perform research using neutrons. Over the last year the community produced an outstanding body of research from measurements performed here. I am excited to share with you a selection of these highlights from our users. I hope that you enjoy reading through this report as much as I did.
Neutrons provide a uniquely effective probe of the structure and dynamics of materials ranging from water moving near the surface of proteins to magnetic domains in memory storage materials. The properties of neutrons (outlined below) can be exploited using a variety of measurement techniques to provide information not otherwise available. The positions of atomic nuclei in crystals, especially of those of light atoms, can be determined precisely. Atomic motion can be directly measured and monitored as a function of temperature or pressure. Neutrons are especially sensitive to hydrogen, so that hydrogen motion can be followed in H-storage materials and water flow in fuel cells can be imaged. Residual stresses such as those deep within oil pipelines or in highway trusses can be mapped. Neutron-based measurements contribute to a broad spectrum of activities including engineering, materials development, polymer dynamics, chemical technology, medicine, and physics.
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Neutrons provide a uniquely effective probe of the structure and dynamics of materials ranging from water moving near the surface of proteins to magnetic domains in memory storage materials. The properties of neutrons (outlined below) can be exploited using a variety of measurement techniques to provide information not otherwise available. The positions of atomic nuclei in crystals, especially of those of light atoms, can be determined precisely. Atomic motion can be directly measured and monitored as a function of temperature or pressure. Neutrons are especially sensitive to hydrogen, so that hydrogen motion can be followed in H-storage materials and water flow in fuel cells can be imaged. Residual stresses such as those deep within oil pipelines or in highway trusses can be mapped. Neutron-based measurements contribute to a broad spectrum of activities including engineering, materials development, polymer dynamics, chemical technology, medicine, and physics.

The NCNR’s neutron source provides the intense, conditioned beams of neutrons required for these types of measurements. In addition to the thermal neutron beams from the heavy water moderator, the NCNR has two liquid hydrogen moderators, or cold sources which supply neutrons to three-fourths of the instruments. One is a large area moderator and the other is smaller, but with high brightness. These moderators provide long wavelength guided neutron beams for industrial, government, and academic researchers.

There are currently 29 experiment stations: 12 are used for neutron physics, analytical chemistry, or imaging, and 17 are beam facilities for neutron scattering research. The subsequent pages provide a schematic description of our instruments. More complete descriptions can be found at www.ncnr.nist.gov/instruments/. The second guide hall is currently populated with seven instruments. Two new cold neutron instruments are under development, including a very small angle neutron scattering instrument (vSANS), and a quasi-white beam neutron reflectometer (CANDOR).

The Center supports important NIST measurement needs, but is also operated as a major national user facility with merit-based access made available to the entire U.S. technological community. Each year, about 2000 research participants from government, industry, and academia from all areas of the country are served by the facility (see pp. 62). Beam time for research to be published in the open literature is without cost to the user, but full operating costs are recovered for proprietary research. Access is gained mainly through a web-based, peer-reviewed proposal system with user time allotted by a beamtime allocation committee twice a year. For details see www.ncnr.nist.gov/beamtime.html. The National Science Foundation and NIST co-fund the Center for High Resolution Neutron Scattering (CHRNS) that currently operates five of the world’s most advanced instruments (see pp. 65). Time on CHRNS instruments is made available through the proposal system. Some access to beam time for collaborative measurements with the NIST science staff can also be arranged on other instruments.

Why Neutrons?

Neutrons reveal properties not readily probed by photons or electrons. They are electrically neutral and therefore easily penetrate ordinary matter. They behave like microscopic magnets, propagate as waves, can set particles into motion, losing or gaining energy and momentum in the process, and they can be absorbed with subsequent emission of radiation to uniquely fingerprint chemical elements.

WAVELENGTHS – in practice range from $\approx 0.01$ nm (thermal) to $\approx 1.5$ nm (cold) ($1$ nm = $10$ Å), allowing the formation of observable interference patterns when scattered from structures as small as atoms to as large as biological cells.

ENERGIES – of millielectronvolts, the same magnitude as atomic motions. Exchanges of energy as small as nano-electronvolts and as large as tenths of electronvolts can be detected between samples and neutrons, allowing motions in folding proteins, melting glasses and diffusing hydrogen to be measured.

SELECTIVITY – in scattering power varies from nucleus to nucleus somewhat randomly. Specific isotopes can stand out from other isotopes of the same kind of atom. Specific light atoms, difficult to observe with X-rays, are revealed by neutrons. Hydrogen, especially, can be distinguished from chemically equivalent deuterium, allowing a variety of powerful contrast techniques.

MAGNETISM – makes the neutron sensitive to the magnetic moments of both nuclei and electrons, allowing the structure and behavior of ordinary and exotic magnetic materials to be detailed precisely.

NEUTRALITY – of the uncharged neutrons allows them to penetrate deeply without destroying samples, passing through walls that condition a sample’s environment, permitting measurements under extreme conditions of temperature and pressure.

CAPTURE – characteristic radiation emanating from specific nuclei capturing incident neutrons can be used to identify and quantify minute amounts of elements in samples as diverse as ancient pottery shards and lake water pollutants.


[3] BT-2 Neutron Imaging Facility for imaging hydrogenous matter in large components such as water in fuel cells and lubricants in engines, in partnership with General Motors and DOE.

[4] BT-1 Powder Diffractometer with 32 detectors; incident wavelengths of 0.208 nm, 0.154 nm, and 0.159 nm, with resolution up to $\Delta d/d = 8 \times 10^{-4}$.

[5] BT-9 Multi Axis Crystal Spectrometer (MACS II), a cold neutron spectrometer for ultra high sensitivity access to dynamic correlations in condensed matter on length scales from 0.1 nm to 50 nm and energy scales from 2.2 meV to 20 meV.


[7] BT-7 Thermal Triple Axis Spectrometer with large double focusing monochromator and interchangeable analyzer/detectors systems.

[8] VT-5 Thermal Neutron Capture Prompt Gamma-ray Activation Analysis Instrument used for quantitative elemental analysis of bulk materials including highly hydrogenous materials (≥ 1% H) such as foods, oils, and biological materials.

[9] NG-A Neutron Spin-Echo Spectrometer (NSE) for measuring dynamics from 5 ps to 100 ns.

[10] NG-B 10 m SANS for macromolecular structure measurements.
The Center for High Resolution Neutron Scattering (CHRNS) is a partnership between NIST and the National Science Foundation that develops and operates neutron scattering instrumentation for use by the scientific community. The following instruments are part of the Center: 1 (USANS), 5 (MACS II), 9 (NSE), 11 (NG-B 30m SANS), 16 (HFBS), and 17 (vSANS).

1. NG-B 30 m SANS for microstructure measurements.
2. NG-C Neutron lifetime experiment.
3. NG-D Cold neutron capture Prompt Gamma Activation Analysis, for quantitative elemental analysis of bulk materials.
4. NG-D MAGIK off-specular reflectometer for studies of thin-film samples with in-plane structure.
5. NG-D Polarized Beam Reflectometer (PBR) for measuring reflectivities as low as $10^{-8}$ to determine subsurface structure.
6. NG-2 Backscattering Spectrometer (HFBS) high intensity inelastic scattering instrument with energy resolution < 1 meV, for studies of motion in molecular and biological systems.
7. NG-3 vSANS Single measurement investigation of lengths from 1 nm to 2 micron.
8. NG-4 Disk Chopper Time-of-Flight Spectrometer for diffusive motions and low energy dynamics. Wavelengths from $\lambda = 0.18$ nm to 2.0 nm and energy resolutions from $\Delta E = 2$ meV to $< 10$ meV.
9. NG-5 Spin-Polarized Triple Axis Spectrometer (SPINS) using cold neutrons with position sensitive detector capability for high-resolution studies.
10. NG-5 Cold Neutron Depth Profiling for profiling of subsurface elemental composition.
11. NG-6 Precision measurement of the magnetic dipole moment of the neutron.
12. NG-6 Precision measurement of neutron flux.
13. NG-6 LAND detector development, neutron source calibration, and neutron cross section measurement.
14. NG-6 Cold Neutron Imaging Facility for imaging hydrogenous matter in large components such as water in fuel cells and lubricants in engines.
15. NG-7 30 m SANS for microstructure measurements, in partnership with ExxonMobil and University of Minnesota’s IPPrime.
16. NG-7 PHADES Cold neutron test station.
17. NG-7 Neutron Interferometry and Optics Station with perfect crystal silicon interferometer. A vibration isolation system provides exceptional phase stability and fringe visibility.
18. NG-7 Neutron Physics Interferometry Test Bed for quantum information science.
19. NG-7 Horizontal Sample Reflectometer allows reflectivity measurements of free surfaces, liquid/vapor interfaces, as well as polymer coatings.
Teachers from the NIST Summer Institute for Middle School Science
Teachers are on a field trip, learning how neutron spin-echo is used in soft matter research from the NCNR’s Liz Kelley.

Yang Zhou and Zhijun Xu of the NCNR instruct students how to set up their measurement of colossal magnetoresistive spin dynamics at BT7 during the 2017 Summer School.

Juscelino Leão and Jeff Krzywon of the NCNR visit Gaithersburg Elementary school and scare the children.

Paul Butler of the NCNR and SURF student Emily Blick discuss their measurements of lipid cubic phases at the NG-B 10m SANS.

Shannon Watson and Taufique Hassan of the NCNR readying the polarized helium sample environment at MACS.

The NCNR’s Bob Williams gives a “Coffee and Neutrons” talk about the reactor as the NCNR approaches its 50th anniversary.
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NCNR Images 2017
Early in 2017, the three sections of the vSANS detector vessel were moved into place, aligned, and readied for installation of the detector carriages.

Collin Broholm, Jonas Kindervater, and Tim Reeder (Johns Hopkins University) at BT9 MACS studying the time-dependent dynamics of a spin ice material.

Jessica Santiago (Rice University) monitors her measurements of TiAu itinerant antiferromagnets at BT7.

The installation and alignment of the pre-sample flight path for CANDOR is nearing completion.

Andre Spears (front) and Joseph Dumont of Los Alamos National Laboratory mount an electrochemical cell at the NG7 reflectometer to investigate ionomers.
Determination of functional collective motions in a protein at atomic resolution using coherent neutron scattering

L. Hong,1 N. Jain,2 X. L. Cheng,2,3 A. Bernal,2 M. Tyagi,4,5 and J. C. Smith2,3

Large amplitude, collective atomic motions in proteins play a crucial role in many functional processes, including the entry of substrates into catalytic sites, allosteric conformational change, and enzymatic reactions. These motions have been extensively investigated using molecular dynamics (MD) simulations. However, hitherto no experimental method has been established for simultaneously determining their forms, timescales and amplitudes directly. Here, we demonstrate how dynamic coherent neutron scattering measurements collected on a perdeuterated protein can be used to derive complete description of functional collective motions. Using cytochrome P450 (CYP101) as a case study, we show that the dominant collective mode in the protein corresponds to a specific relative motion between defined segments of the protein providing substrate access to the catalytic site [1]. The experimental method developed here for the quantitative characterization of functional modes is applicable to protein systems in general.

The neutron scattering experiments were conducted on both camphor-bound CYP101 and its perdeuterated counterpart using the High Flux Backscattering Spectrometer (HFBS) and Neutron Spin Echo (NSE) spectrometers at the NCNR. We refer to these two samples as H-CYP101 and D-CYP101, respectively. The neutron signals collected from H-CYP101 are mostly incoherent signals, characterizing self-correlations in atomic motions, while the ones collected from D-CYP101 are primarily coherent signals, probing cross-correlations, i.e., inter-atomic fluctuations. A system undergoing in-phase collective motions, i.e., constituting units moving synchronously in time with similar amplitudes, will exhibit $S_{coh}(q, ΔE) \propto I(q)S_{inc}(q, ΔE)$ while $S_{coh}(q, ΔE) \propto S_{inc}(q, ΔE)$ is found if the motion is completely random and uncorrelated [2, 3]. Here, $I(q)$ is the overall static structure factor, and $S_{coh}(q, ΔE)$ and $S_{inc}(q, ΔE)$ are the coherent and incoherent dynamical structure factors collected on perdeuterated and hydrogenated protein samples, respectively. Fig. 1A presents $γ(q)$, the ratio between the integral of $S_{coh}(q, ΔE)$ in the energy window 5 to 10 μeV (= 100 ps to 200 ps) and the corresponding integral for $S_{inc}(q, ΔE)$ at 285 K. As seen in Fig. 1A, the $q$ dependence of $γ(q)$ resembles that of $I(q)$. To verify the above result, all-atom molecular dynamics (MD) simulation was performed on CYP101 in the same conditions as the experiment, and the same analysis was performed (Fig. 1B). Again, the MD-derived $γ(q)$ resembles the $q$ dependence of $I(q)$. Hence, as shown by both experiment and simulation (Fig. 1), $γ(q)$ exhibits a $q$ dependence similar to $I(q)$ down to 0.35 Å⁻¹ (= 2 nm). This demonstrates the existence of collective in-phase atomic motions across several nanometers in the protein on the time scale of ≈ 100 ps to 200 ps.

To quantitatively characterize the spatial and temporal features of the interatomic motion in CYP101, the decay of the coherent intermediate scattering function at instrument resolution was derived as:

$$ζ_{coh}(q, Δt) = \frac{1nS_{coh}(q, Δt)}{q^2Δt}.$$
Here, \( S_{coh}(q, \Delta t) \) is the intensity of the elastic peak of the coherent dynamic structure factor measured at 285 K, where \( \Delta t \) is the resolution of the instrument, \( \approx 1 \) ns. To determine the forms of the large-scale collective in-phase protein motions probed experimentally, we performed a normal mode analysis [4], and derived \( \zeta_{coh}(q, \Delta t) \) for each normal mode. The results (Fig. 1C) identify Mode 1 as best matching the experimental \( \zeta_{coh}(q, \Delta t) \). A schematic picture of Mode 1 is presented in Fig. 2A, showing a relative rotational motion of three domains in the protein, which opens up the channel for substrates to access to the catalytic site (Fig. 2B). By fitting the experimental \( \zeta_{coh}(q, \Delta t) \) (Fig. 1D), the gate of the substrate access channel, approximated here as the distance between GLY189 in the F/G loop and ARG89 in the \( B' \) helix, is found to vary by \( \approx 0.5 \) Å on the experimental time scale of \( \approx 1 \) ns.

In summary, we found that collective, in-phase dynamic modes, that is, residues moving synchronously in time with similar amplitudes, span several nanometer length scales across the P450 molecule on the \( \approx 100 \) ps time scales. Moreover, the \( q \) dependence of the elastic-neutron-scattering intensity measured on perdeuterated proteins is shown to be able to determine the most probable pathway for the collective motion in the protein molecule at atomic resolution and, furthermore, to derive the explicit amplitude of the motion on the instrumentally accessible time scale. The experimental results presented here indicate that CYP101 uses a specific collective mode in which three domains rotate against each other to create access to the catalytic site for the substrate, a mechanism crucial for the functionality of the enzyme.

**References**


Using small-angle neutron scattering to characterize the NISTmAb reference material

M. M. Castellanos,1,2 S. C. Howell,1 D. T. Gallagher,2,3 K. Mattison,4 S. Krueger,1 and J. E. Curtis1

Monoclonal antibodies are the fastest growing class of therapeutic drugs used for treating challenging conditions such as cancer, immunological disorders and infectious diseases. Because of the importance of monoclonal antibodies in the pharmaceutical field, NIST recently issued the NISTmAb Reference Material, a monoclonal antibody that serves as a common framework to determine that a measurement system is working properly and assess performance of new analytical technologies. The NISTmAb has been thoroughly characterized with many conventional and novel analytical assays as described in a collection of three volumes of the book "State-of-the-Art and Emerging Technologies for Therapeutic Monoclonal Antibody Characterization" [1-3]. In our study, we use small-angle scattering to obtain information about the molecular structure of the NISTmAb in solution and characterize interactions at high protein concentrations in solution and in amorphous phases.

Small-angle neutron scattering (SANS) can provide information on the molecular structure of the NISTmAb and the spacing between proteins at different concentrations, because SANS is sensitive to the spatial relation of atoms in the sample. A scattering profile of the intensity as a function of scattering angle can be obtained for a molecule in solution. This profile can be further analyzed with theoretical and computational models to obtain information about the shape of the molecule and the distribution of molecules in concentrated systems.

In this study, experimental scattering data was used to investigate the structure of the NISTmAb in solution and the flexibility of monoclonal antibodies. Figure 1 shows a structure of the NISTmAb that is consistent with experimental data. We used computer simulations including molecular dynamics (MD) and torsion angle Monte Carlo (MC) simulations to obtain ensembles of structures that encompass the wide range of conformations that antibodies can explore. MD simulations were used to obtain a representative equilibrated structure for the MC simulations. From the MC simulations, we obtained structures that explore a wide range of configurations with radius of gyration ($R_g$) varying from 36 Å up to 57 Å.

Despite the wide range of configurations, the average scattering profile of the simulated structures agrees well with the experimental data, suggesting that an ensemble of NISTmAb flexible structures is a consistent representation of the solution structure. The worst agreement with the experimental profile was observed for the most compact structure, which is about 13 Å smaller than the experimental value of 49 Å. The agreement with experimental data for each structure is assessed using the $\chi^2$ parameter, which evaluates the difference in intensity between the experimental and simulated profiles while accounting for the uncertainty in the scattered intensity. The smaller the $\chi^2$ result the better the agreement with the experimental data.

The volumetric space occupied by atoms in ensembles of simulated structures is represented in Figure 2. In this figure, we also compare a subset of structures from MD and torsion angle MC simulations that have low $\chi^2$, high $\chi^2$, low $R_g$, and high $R_g$. These plots represent the wide range of configurations that domains of the NISTmAb can explore in solution. All the ensembles from MC encompass highly flexible structures, whereas the ensembles from MD simulations mainly represent fluctuations within an initial configuration. Previous theoretical and experimental studies have suggested that bending motions

1 NIST Center for Neutron Research, National Institute of Standards and Technology, Gaithersburg, MD 20899
2 Institute for Bioscience and Biotechnology Research, Rockville, MD 20850
3 Material Measurement Laboratory, National Institute of Standards and Technology, Gaithersburg, MD 20899
4 Malvern Instruments, Westborough, MA 01581
of domains in an antibody molecule occur in the 100 ns to 1 μs time scales [4, 5]. Thus, MD simulations alone cannot fully capture domain motions in the NISTmAb. Consequently, combining MD with MC simulations is a suitable approach to explore the known flexibility of antibody molecules.

SANS was also used to study intermolecular interactions of NISTmAb in solution at high concentrations with 0 mM and 150 mM (M = mol/L) of added NaCl at pH 6.0. Analysis of the SANS profiles indicate that the steric and electrostatic repulsion dictate the interactions of NISTmAb with no added NaCl. For the samples with 150 mM NaCl, although the net interaction in the system is repulsive, the electrostatic repulsion is negligible because the ions in NaCl screen the surface charges of the NISTmAb.

SANS is not only suitable to study liquid solutions, but it can also be used to investigate in situ the morphology in amorphous glasses (frozen samples and powders) during freezing and thawing. Figure 3 shows the SANS profiles of frozen and thawed NISTmAb samples in buffer with 0 mM and 150 mM NaCl. Because of the screening of electrostatic charges observed in the presence of ions, samples at 25 °C with NaCl show higher low-Q intensities compared to the profiles of samples with no NaCl. No changes in the scattering profiles are observed when decreasing the temperature until -10 °C. At this condition, and upon further decreasing the temperature, a protein peak is observed at ≈ 0.2 Å, which corresponds to a length scale of 32 Å. This distance corresponds to ≈ 2/3 of the \( R_g \) obtained in solution, indicating that NISTmAb molecules interdigitate as a result of their flexibility and shape. Moreover, the linear upturn in the low-Q region, which probes length scales larger than 200 Å, represents protein aggregates and ice cracks. After thawing the sample by increasing the temperature to 25 °C, the solution features of the scattering profile are fully recovered for both samples in 0 mM and 150 mM NaCl. Up to three freezing/thawing cycles were performed with no changes in the scattering profile, indicating that the overall structure of the NISTmAb is fully recovered.

In conclusion, SANS has been used to study the conformational flexibility, structure and protein-protein interactions of monoclonal antibodies in a wide range of conditions. Small-angle scattering experiments and molecular simulations provide insights on the configuration space sampled by the NISTmAb in solution. Obtaining an ensemble of representative structures that explore the flexibility of antibodies was only possible with a combined MD and MC simulation approach. Upon comparing the simulated profiles with experimental data, a unique structure that describes the experimental scattering profile was not found. On the contrary, ensembles of flexible structures provide an average scattering profile that agrees with the experimental data in solution. Moreover, SANS was suitable to assess the interactions of NISTmAb at high protein concentrations. Crowding was observed during freezing and thawing cycles of NISTmAb samples, where molecular interdigitation occurs due to the flexible structure and shape of the NISTmAb.

References

The desire for stable pigments has existed for thousands of years. The recent unexpected discovery of a YIn$_{1-x}$Mn$_x$O$_3$ solid solution with an intense blue color was the first example of an oxide with the blue chromophore based on a Mn$^{3+}$ ion in trigonal bipyramidal (TBP) coordination [1]. These new oxides surpass the existing synthetic blue pigments in many aspects: brighter color, higher stability, better near infrared (NIR) reflectance and more environmentally benign. They are now considered as the new Blue Standard and have attracted tremendous public attention from diverse backgrounds. This discovery opened up a new field of research: rational design of novel inorganic pigments through cation substitution into the TBP sites of the host oxides. A complete YIn$_{1-x}$Mn$_x$O$_3$ solid solution could be prepared despite the size mismatch between In$^{3+}$ and Mn$^{3+}$ due to the similar In−O and Mn−O basal-plane distances in isostructural YInO$_3$ and YMnO$_3$. Given the flexibility of this hexagonal crystal structure (Fig.1) we have been able to create a "rainbow" of colors through rational design as shown in Figure 2. Starting from the parent compound YInO$_3$, substituting a small amount of iron for indium produces intense orange colors [2], and replacing some or all indium with titanium and copper makes bright green colors [3]. By substituting some In$^{3+}$ in Y(In,Mn)O$_3$ with equal amounts of Ti and Zn, we reported recently [4] a range of violet to purple colors (Figs.1-2).

Historically, violet and purple colors have long been associated with royalty, aristocracy, piety, and faith. Although all suffer from environmental and/or durability issues, traditional violet and purple pigments such as Chinese Han purple (BaCuSi$_2$O$_6$), ultramarine violet (Na$_{6-10}$Al$_6$Si$_6$O$_{24}$S$_2$), manganese violet (NH$_4$MnP$_2$O$_7$), and cobalt violet (Co$_3$(PO$_4$)$_2$) are still commonly used inorganic pigments.

In the current study [4], polycrystalline pigment samples were prepared by conventional solid-state reactions at 1300 °C. Starting from the composition YIn$_{1-x}$Mn$_x$O$_3$ with low Mn content ($x \leq 0.2$), the intense blue color was tuned to various shades of violet and purple colors by substituting different amounts of Ti/Zn/Al for In. The solid solutions of YIn$_{1-x-2y-z}$Mn$_x$Ti$_y$Zn$_z$Al$_{y+z}$O$_3$ ($x = 0.005 \sim 0.2$, $y = 0.1 \sim 0.4$, $z = 0 \sim 0.1$) were synthesized phase pure up to $y = 0.3$ and $z = 0.1$. XRD study shows cell edges $a$, $c$, $c/a$ ratio, and cell volume all decrease with increasing substitution due to the smaller ionic radii of trivalent Mn/Ti/Zn/Al compared with that of In, which confirms the formation of the solid solution.

The blue color of YIn$_{1-x}$Mn$_x$O$_3$ is presumably associated with the crystal field splitting of TBP coordination (Fig.1) and the short apical Mn−O bonds [1]. To understand the color alteration or origin of the violet and purple colors, it is important to determine precisely the atomic positions of Mn and oxygen using neutron diffraction. Powder diffraction data were collected on the NIST high-resolution diffractometer BT-1, and the structure refinements were based on the acentric space group $P6_3cm$.

**FIGURE 1:** Hexagonal structure of YMO$_3$ (M = In/Mn/Ti/Zn/Al, purple; O, cyan; Y, gray). Schematic energy levels for the spin-up Mn$^{3+}$ 3d orbitals in trigonal bipyramidal coordination are shown. The general formula of the selected violet and purple compositions (top right) is YIn$_{1-x-2y-z}$Mn$_x$Ti$_y$Zn$_z$Al$_{y+z}$O$_3$.

**FIGURE 2:** A range of colors are created through TBP site substitutions in hexagonal YInO$_3$. 

---
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We found that for a simple system like blue \( \text{YIn}_{0.8} \text{Mn}_{0.2} \text{O}_3 \), we could refine In and Mn positions separately and refine the separate positions for the apical O atoms associated with In and Mn [5]. Such an approach becomes much more challenging for the purple \( \text{Y(In, Mn, Ti, Zn, Al)} \text{O}_3 \) compositions with relatively low Mn content. A split model was, however, successful for \( \text{YIn}_{0.7} \text{Mn}_{0.1} \text{Ti}_{0.1} \text{Zn}_{0.1} \text{O}_3 \). This was accomplished by refining the positions of Mn and its apical oxygens separately, leaving In, Ti, Zn, and Al at one site with occupancies fixed according to the nominal composition. Such a refinement is facilitated by the negative neutron scattering length of Mn. Figure 3 displays a clear contraction of the apical bond distances with increasing substitution and a minor change in the basal plane distances.

Without allowing local relaxation for Mn, the average apical Mn–O distance is refined to be 2.04 Å, but it becomes much shorter (1.86 Å) when refined with the split model. The same distance is 1.92 Å for blue \( \text{YIn}_{0.8} \text{Mn}_{0.2} \text{O}_3 \) refined with local relaxation for Mn, indicating a decreasing apical Mn–O bond distance going from blue to purple. The actual difference between apical Mn–O distances of blue and purple samples might be even bigger if local relaxation could be applied for all the TBP cations. The decrease in apical Mn–O bond distance is presumably responsible for the color shift from blue to purple considering that the energy of the \( \text{d}_{x^2} \) state relative to the valence band maximum is determined by the Mn–O apical bond length (Fig. 1). Since the apical distances vary much more than the basal plane distances do, it is primarily the apical Mn–O distances that correlate with the position of the allowed d–d transition.

Diffuse reflectance spectra (Fig. 4) of \( \text{YIn}_{1-x-2y} \text{Mn}_x \text{Ti}_y \text{Zn}_y \text{O}_3 \) show that with increasing concentration of Ti/Zn, the lower-energy absorption peak is blue-shifted by 0.1 eV to 0.4 eV and the onsets of the higher-energy absorption peak is red-shifted by 0.1 eV to 0.4 eV with respect to the blue. We assign the lower energy absorption to the allowed d–d transition (\( \text{e}^\prime(\text{d}_{x^2-y^2}, \text{d}_{xy}) \) to \( \text{a}^\prime(\text{d}_{z^2}) \)) as shown in Figure 1 and the absorption in the near-UV to a charge-transfer transition from O to Mn. These peaks also broaden because of the disorder around Mn with respect to In, Ti and Zn near neighbors. The color is defined by the minimum absorption, and that shifts to higher energy with increasing \( y \). In comparison to blue \( \text{YIn}_{0.95} \text{Mn}_{0.05} \text{O}_3 \) the shorter Mn–O distances impact both the d–d transition and the charge transfer peaks.

In addition to color, other desired properties of pigments are the durability and the ability to reflect heat. Treating our pigments under severe acid and thermal conditions resulted in negligible weight and color changes. NIR measurements for all our samples show unusually high reflectance in the range of 700 nm to 2500 nm comparable to TiO\(_2\). In summary, we demonstrate with the \( \text{YInO}_3-\text{YMnO}_3 \) system that colors can be designed by manipulating the crystal structure, in this case the local environment of the Mn\(^{3+} \) chromophore in trigonal bipyramidal coordination. Our novel, nontoxic violet/purple pigments outperform the existing synthetic pigments in durability, thermal stability, NIR reflectance, and hence energy-saving properties. We expect that our results may lead to routes for the development of inexpensive, earth-abundant based, environmentally benign, and highly stable inorganic pigments.

References

Capture and release of chlorine and bromine gas with a hybrid sponge

Y. Tulchinsky,1 C. H. Hendon,1 K. A. Lomachenko,2,3 E. Borfecchia,4 B. C. Melot,5 M. R. Hudson,6 J. D. Tarver,5,7 M. D. Korzyński,1 A. W. Stubbs,1 J. J. Kagan,8 C. Lamberti,3,4 C. M. Brown,6 and M. Dinca1

Extreme toxicity, corrosiveness, and volatility pose serious challenges for the safe storage and transportation of elemental chlorine and bromine, Cl2 and Br2, respectively. Yet, these halogens play critical roles in the chemical industry as water sanitizers, flame retardants, and key functional groups in pharmaceuticals. Metal organic frameworks (MOFs), with their demonstrated utility in storing both inert and reactive gases, seem like logical choices to address the storage challenge. However, despite thousands of reports of gas sorption and storage in MOFs, many including oxidizing or corrosive gases such as O2, NO, SO2, and NH3, reversible storage of Br2 or Cl2 remains evasive. The lack of reports on reversible storage of the gaseous halogens (i.e., excluding I2) in MOFs is staggering given the interest in the field, but highlights the difficulty in isolating materials that can reversibly bind halogens and release them over several cycles.

One approach to capturing elemental species is to harness redox reactions between the absorbate and MOF. Here we report such a mechanism [1], where elemental Br2 and Cl2 reversibly oxidize Co(II) centers in Co2Cl2BTDD (BTDD = bis(1H-1,2,3-triazolo[4,5-b],[4,5-i])dibenzo[1,4]dioxin), a permanently porous MOF, to form terminal Co(III)-halides, Co2Cl2X2BTDD (X = Cl, Br), as evidenced crystallographically. We complete the release of the elemental halogen through thermal back-reduction to Co(II) and concomitant liberation of X2. These results represent the first example of reversible halogen uptake and release with a MOF and herald applications for halogen capture in the context of toxic gas removal, and storage in the context of safe handling of halogens.

FIGURE 1: A portion of the structure of the parent Co(II) MOF Co2Cl2BTDD projected along the -axis. Unsaturated cobalt ions are exposed to the pores down the 1-dimensional chain axis. Gray, red, blue, green and pink represent carbon, oxygen, nitrogen, chlorine, and cobalt, respectively.

The olive-green colored solid, Co2Cl2BTDD is highly crystalline [2], however the crystallites were too small to be characterized by single crystal X-ray diffraction. Structural analysis using the Rietveld method of neutron powder diffraction (NPD) data obtained from the activated bare sample at 10 K revealed a three-dimensional structure exhibiting one-dimensional channels arranged in a honeycomb fashion (Figure 1) with pores that are solvent free. The inorganic regions consist of infinite –(Co–Cl)n– chains interconnected by the bis-triazolate linkers. Unlike the analogous solvated Mn-containing structure where there is a disorder of the ligands about a mirror-plane symmetry element in the -3m space group [2], it was determined that the optimal space group is -3 with fully occupied ligand atoms at single symmetric positions.

Reaction of the bare material with gaseous Cl2 resulted in rapid oxidation and quantitative formation of dark brown microcrystals of Co2Cl4BTDD and crystallinity was maintained. Elemental analysis suggested stoichiometric uptake of halogen, and X-ray absorption near-edge spectra (XANES) at the Co K-edge revealed that the absorption edge of is shifted by approximately 2 eV to higher energy relative to the parent, indicating oxidation of the Co(II) centers. Elemental Br2 is equally effective in oxidizing the MOF. Prolonged exposure to Br2 vapors results in quantitative conversion to Co2Cl2Br2BTDD as confirmed by micro-elemental analysis and inductively-coupled plasma mass spectrometry. NPD analysis of Cl2-reacted MOF revealed decreases of 0.13 Å and 0.14 Å in the average Co–N and Co–Cl bond lengths, respectively, as would be expected upon oxidation of Co(II) sites to Co(III). Similarly, the MOF-Br has shorter average Co–N and Co–Cl bond lengths relative to the parent: 1.92 Å vs. 2.12 Å.
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and 2.34 Å vs. 2.40 Å, respectively (Figure 2). Fourier difference mapping confirmed that the void spaces in the pores of both materials were indeed evacuated and free of excess scattering density and that only scattering for the framework skeleton and the terminal Co(III)-bound halide atoms were present.

Quantitative oxidation of the MOF was confirmed by allowing free occupancy of the terminal bromide site in the Rietveld refinement process, which gave best fits when the occupancy was 100 %. To further attempt to account for any possibility in mixing of Cl at the Br sites, and vice-versa, refinements were performed with a mixed Cl/Br occupation on each individual site and simultaneously at both sites. All refinements resulted in significantly worse refinements and goodness-of-fit parameters which, importantly, revealed no structural disorder between the terminal bromides and the bridging chlorides in the oxidized material.

Thermogravimetric analysis (TGA) of chloride and bromide oxidized MOFs under a stream of He revealed surprisingly sharp weight loss steps at approximately 275 °C and 195 °C, respectively, and no subsequent weight losses up to approximately 450 °C (Figure 3). The parent compound itself did not exhibit any weight loss up to 400 °C. This data suggested that the Cl2 and Br2 exposed MOFs may eliminate elemental halogens thermally. Coupling the thermogravimetric analyzer with an in-line mass spectrometer confirmed this hypothesis and we note that thermal elimination of X2 occurs without notable losses in crystallinity or porosity.

The weight losses observed under the milder TGA conditions, 9.5 mass % and 21 mass % for MOF-Cl and MOF-Br, respectively, correspond to elimination of only 70 % to 80 % of the theoretical halogen content. Thermal treatment of bulk samples of MOF-Cl and MOF-Br under vacuum gave products with elemental formulas of CoCl2.4BTDD and CoCl2Br0.34BTDD, respectively, which also indicate loss of only approximately 80 % of the releasable halogen content. Iodometric titration of Br2 trapped from thermal treatment of MOF-Br confirmed that the isolated yield of Br2 under these conditions is close to 80 %. Importantly, the parent MOF can store and release halogens more than once: three consecutive cycles of exposing Co2Cl2BTDD to Br2 vapors and thermal Br2 release gave a reproducible recovery of 75 % to 80 % of the theoretical Br2 yield with retention of structural integrity, crystallinity, and only minimal deterioration of porosity, as confirmed by SEM, PXRD analysis, and N2 adsorption measurements after each cycle, respectively. Altogether, these data suggest that a recovery yield of 80 % is what should be expected in practice when using Co2Cl2BTDD for the reversible storage of halogens for the first cycle, with the yield becoming essentially quantitative on subsequent cycles.

In summary, uptake of elemental halogens, Cl2 and Br2, by a robust Co(II) azolate MOF occurs without loss of crystallinity or porosity. Subsequent thermal treatment of the oxidized materials releases the elemental halogens, closing a cycle that amounts to reversible capture and release of these highly corrosive gases. This cycling behavior is unprecedented in MOFs, which are typically decomposed by or react irreversibly with the lighter halogens. The unusual reactivity here is enabled by the quantitative formation of the oxidized Co(III) species, also unique for MOFs, and the facile cleavage of Co(III)–X bonds to reform X2. These results provide a blueprint for the design of other porous materials geared towards the capture and storage of noxious, corrosive gases through reversible chemisorptive mechanisms.
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Stabilizing superionic-conducting structures at subambient temperatures via mixed-anion solid solutions of monocarba-closo-polyborate salts

W. S. Tang,1,2 K. Yoshida,3 A. V. Soloninin,4 R. V. Skoryunov,4 O. A. Babanova,4 A. V. Skripov,4 M. Dimitrievska,1,5 V. Stavila,6 S. Orimo,3 and T. J. Udovic1

The discovery of solid-state electrolytes with sufficiently high superionic conductivities to replace the flammable organic liquid electrolytes currently used in rechargeable batteries would substantially decrease the fire danger. We recently identified solid sodium and lithium salts of the singly charged, cage-like, bicapped-square-antiprismatic CB9H10+ and icosahedral CB11H12+ anions as having conductivities rivalling or surpassing those of commercial liquid electrolytes. However, this favorable conductivity only occurs above their inherent order-disorder phase transitions at above-ambient temperatures [1-3]. We have now been able to extend their favorable superionic conducting properties down to subambient temperatures simply by forming disordered solid-solution salt mixtures of these CB9H10+ and CB11H12+ anions. The combination of these geometrically distinct anions appears to inhibit the formation of an ordered structure, instead leading to a disordered structure that is favorable to superionic conductivity.

M2(CB9H10)(CB11H12) (M= Li or Na) anhydrous compound mixtures were formed by drying aqueous solutions with equimolar amounts of MCB9H10 and MCB11H12. X-ray-diffraction (XRD) results for Li2(CB9H10)(CB11H12) confirmed the formation of two equally prevalent disordered phases, one hexagonal (see Fig. 1), like that found for pristine superionic LiCB9H10 above ≈ 350 K [2], and another fcc, like that found for pristine superionic LiCB11H12 above ≈ 395 K [1]. The different phases are likely due to incomplete homogenization yielding two mixture fractions, one that is slightly CB9H10+ rich (hexagonal) and one that is slightly CB11H12+ rich (fcc). XRD results for Na2(CB9H10)(CB11H12) also confirmed the formation of a predominant disordered hexagonal phase like that found for pristine superionic NaCB9H10 above ≈ 310 K [2]. Differential scanning calorimetry measurements for both mixtures cycled between 200 K and 473 K displayed no obvious endothermic or exothermic phase transitions, indicating that the disordered solid-solution phases are stable at least within this temperature range.

Quasielastic neutron scattering measurements were critical for establishing the temperature dependences of the anion orientational mobilities associated with the solid-solutions M2(CB9H10)(CB11H12) compared to those for the single-anion MCB9H10 and MCB11H12 salts [3, 4]. Neutron-elastic-scattering fixed-window scans (FWSs) on HFBS between 100 K and 400 K for the Li and Na sample mixtures are shown in Fig. 2. The onset of the drop in neutron elastic intensity near 240 K and 210 K for the Li and Na samples respectively indicates highly mobile anion reorientational motions approaching 108 jumps s⁻¹. The jump rates approach 1010 reorientational jumps s⁻¹ near 330 K and 300 K, respectively, as the FWS intensities level off again. For comparison, the much sharper intensity changes for the FWSs for the pure component salts at higher temperatures mark the more abrupt hysteretic phase-change behaviors from relatively immobile anions in the lower-T ordered phases (<108 jumps s⁻¹) to significantly more mobile anions in the high-T disordered phases (>1010 jumps s⁻¹). High anion mobilities (≥1010 jumps/s above 300 K) are a signature of closo-polyborate disordered phases and are believed to help facilitate rapid cation diffusive motions within the interstitial channels.
Proton spin-lattice relaxation rates from $^1$H NMR measurements have confirmed the magnitudes and temperature-dependences of the anion orientational mobilities reflected by the FWSs. The activation energies for reorientational motion estimated from the NMR data are 220 meV for Li$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$) and 180 meV for Na$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$), values close to the activation energies found for the disordered phases of both LiCB$_{11}$H$_{12}$ and NaCB$_{11}$H$_{12}$ (177 meV).

Figure 3 shows the $T$-dependence of the ionic conductivities for M$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$) mixtures compared with those for the single-anion and other competing compounds [3]. The Li$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$) conductivity seems to match that for disordered LiCB$_9$H$_{10}$ and Li$_{10}$GeP$_2$S$_{12}$ above 350 K ($\approx$ 0.04 S cm$^{-1}$), remaining somewhat lower than that for disordered LiCB$_{11}$H$_{12}$ above 380 K. Below 350 K, the Li$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$) conductivity decreases below that of a chief competitor Li$_{10}$GeP$_2$S$_{12}$ to $\approx$ 4 $\mu$S cm$^{-1}$ by 243 K. The conductivity in Na$_2$(CB$_9$H$_{10}$)(CB$_{11}$H$_{12}$) is much more impressive, seemingly even better than disordered NaCB$_9$H$_{10}$ and NaCB$_{11}$H$_{12}$ at all temperatures, and decreasing much less rapidly with temperature, from $\approx$ 0.07 S cm$^{-1}$ at 300 K to $\approx$ 5 mS cm$^{-1}$ at 243 K. This disordered solid-solution Na$^+$ conductor displays substantially higher conductivity than any known solid Na$^+$ or Li$^+$ conductor.

Above room temperature, the conductivity barriers estimated from the slopes of ln($\sigma$T) vs. $T^{-1}$ [311(2) meV and 226(2) meV for Li$^+$ and Na$^+$, respectively], are in general agreement with those for the single-anion compounds [3, 4]. The overall barriers at sub-ambient temperatures are found to increase to 743(2) meV and 348(2) meV, respectively, signaling changes in the rate-limiting steps. If the highly reorientationally mobile anions are enabling a reduced conductivity barrier at higher temperatures via a cooperative dynamical effect with the diffusing cations, the increase of the barrier with decreasing temperatures may indicate a reduced influence of the anions due to decreasing mobility. Comparison with the FWS results suggests that this cooperative dynamical effect may start to diminish for anion reorientational jump frequencies below roughly $10^9$ s$^{-1}$. Further insights still await comprehensive molecular dynamics computations.

Mixing anions of different geometric “flavors” exemplifies an important advance in for further improving the remarkable conductive properties generally displayed by this class of materials, and represents a practical strategy for creating solid, superionic conductors for the variety of upcoming all-solid-state energy devices of the future.
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Discovery of a dynamic odd-even effect in liquid n-alkanes near melting points

K. Yang,1,2 Z. Cai,3 A. Jaiswal,3 M. Tyagi,5,6 J. S. Moore,1,2,4 and Y. Zhang1,2,3

The melting points of n-alkanes (CnH2n+2) as a function of the number of carbons n show a zig-zag shape rather than a monotonic trend. This is probably the most well-known textbook example of the so-called “odd-even effect.” Although this striking odd-even effect was known more than a century ago, its molecular origin was only revealed in the last two decades. In short, single-crystal diffraction confirmed that even-numbered n-alkanes pack more efficiently into ordered periodic crystalline structures than do the odd-numbered n-alkanes, thus, they exhibit higher densities and melt at higher temperatures [1]. Therefore, such an odd-even effect is not expected in the liquid state because of the lack of long range order, as assumed by the classical Kauzmann-Eyring theory of molecular viscous flow [2].

In this study, we discovered a surprising dynamic odd-even effect in the translational diffusion of n-alkanes in their liquid states [3]. We utilized the disk chopper time-of-flight spectrometer (DCS) at NIST Center for Neutron Research (NCNR) to measure the incoherent quasi-elastic neutron scattering (QENS) spectra of liquid n-alkanes. Our results suggest that the dynamic properties of n-alkanes are extremely sensitive to the number of carbons even though n-alkanes are the simplest hydrocarbon molecules. The transport properties of liquid n-alkanes – the principle components of crude oil and gasoline – are fundamental to petroleum science and engineering and of central importance to a wide spectrum of technologically-important chemical processes, such as lubrication, diffusion through porous media, and heat transfer.

The high-resolution incoherent QENS benefits from the exceptionally large incoherent cross section of hydrogen, and thus it is ideally suited to probe the single particle motions, such as hydrogen diffusion with picosecond resolution. Various dynamic processes, spanning from fast segmental relaxations to relatively slower translational and rotational diffusion, exist in n-alkanes. In comparison to bulk properties, the microscopic dynamics directly reflects the subtle differences between individual n-alkanes in the series.

The QENS spectra measured using DCS are shown in Figure 1. We chose the incident neutron wavelength to be 8 Å, which provided an elastic energy resolution of approximately 30 µeV full width at half maximum (FWHM). We measured the QENS spectra slightly (3 K) above each n-alkane’s melting point (Tm + 3 K). This temperature set was chosen to decouple the melting temperature odd-even effect from the dynamic properties and to ensure that the n-alkanes were in the liquid state throughout the data acquisition process (about 6h per sample). For comparison, we also measured the QENS spectra for all n-alkanes samples at a constant temperature of 246 K. This temperature (246 K) corresponds to the highest temperature (the melting point of decane plus 3 K) used in the first set of temperatures.

Incoherent QENS measures the self-dynamic structure factor, which is the Fourier transform of the intermediate scattering function \( F_I(Q, t) \) that quantifies the single-particle correlations of the system. \( F_I(Q, t) \) can be decomposed into the product of the translational correlation function \( F_T(Q, t) \) and the rotational correlation function \( F_R(Q, t) \) of the hydrogens of the cations.
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For a glass-forming liquid, $F_R(Q,t)$ can be described by the stretched exponential (KWW) function:

$$F_R(Q,t) = \exp\left[-\left(\frac{R(Q,t)}{\tau_0}\right)^\beta\right],$$

where $\tau_0$ is the relaxation time, and $\beta$ is the stretching exponent.

The $Q$ and $t$ dependence of $F_R(Q,t)$ can be expressed by the Sears expansion. Here, we terminate the expansion at the first three terms because the higher-order terms are negligible in our experimental $Q$ range. Then, the expression for $F_R(Q,t)$ is:

$$F_R(Q,t) = j_3(Qa) + 3j_2(Qa)\exp\left[-\frac{t}{3\tau_D}\right] + 5j_4(Qa)\exp\left[-\frac{t}{\tau_R}\right],$$

where $a$ stands for the radius of the rotation, $\tau_R$ is the relaxation time associated with the rotational diffusion, and $j_n(x)$ are the spherical Bessel functions. The measured spectra can be described remarkably well with the translational contribution alone at low $Q$. Only at larger $Q$ values is the addition of the rotational contribution needed to improve the fitting. Demonstrations of the fittings of the QENS spectra for all samples at one $Q$ are illustrated in Figure 1.

The fitted inverse relaxation time $1/\tau$ and stretching exponent $\beta$ are plotted as functions of $Q^2$ and $Q$ respectively (Figure 2a, 2b) for $Q = 0.52 \text{ Å}^{-1}$. The relaxation time, $\tau$, for translational diffusion is in the order of 10 ps. All even-numbered n-alkanes exhibit smaller values of $\tau$ compared to those for odd-numbered alkanes. This is easily identified by the clear separation between the blue curves (odd-numbered n-alkanes) and the red curves (even-numbered n-alkanes) in Figure 2a. A consistent trend was observed in the plot of $\beta$ versus $F_T(Q)$ (Figure 2b): even-numbered n-alkanes exhibit similar values of $\beta$ at different $Q$ while odd-numbered alkanes exhibit smaller values of $\beta$.

Plotting the extracted relaxation time $\tau$ and stretching exponent $\beta$ as a function of carbon number $n$ for all samples at three representative $Q$ values (Figure 2c, 2d) shows a very clear odd-even effect in the dynamics of n-alkanes. Given the fact that all data were acquired in the liquid state near the melting point, this is the first time, to the best of our knowledge, that a dynamic odd-even effect was observed in the plot of $\beta$ versus $Q$ (Figure 2b): even-numbered n-alkanes exhibit similar values of $\beta$ at different $Q$ while odd-numbered alkanes exhibit smaller values of $\beta$.

Unlike the density and viscosity, the amplitude of this dynamic odd-even effect goes beyond the simple odd-even trend of the n-alkanes melting points. Taking hexane and heptane, for example, the difference between their melting points is only 4 K while their relaxation times differ by more than a factor of 2. The extreme case is nonane, which exhibits much slower dynamics than does octane. Despite the fact that the melting points differ by only 3 K, the dynamics of nonane are more than 30 times slower than those of octane at $0.52 \text{ Å}^{-1}$. This result is extremely surprising given that the structural difference between nonane and octane is only one methylene group.

In summary, with high resolution QENS measurements, we have discovered a surprising dynamic odd-even effect in liquid n-alkanes near their melting points. This observation firmly establishes that an odd-even effect does exist in the liquid state and is more prominent in the dynamic properties than in the thermodynamic quantities [3-5]. Furthermore, it suggests that mechanisms other than periodic packing should be scrutinized in order to provide a more thorough understanding of the odd-even effect. We hypothesize that the extra CH2 group switches the structural symmetry of neighboring n-alkanes and thus affects the configurational entropy of the liquids, which fundamentally leads to the alternating trend of the transport properties.

Another plausible scenario is that the local packing structures of the n-alkane molecules are different, albeit too small to detect conveniently, between the odd and even species. In any case, the exact mechanism responsible for this dynamic odd-even effect of liquid n-alkanes requires high precision simulations and careful re-examinations and extensions of the classical theories of molecular viscous flow.
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New metastable materials help answer what makes iron so special for superconductivity

X. Zhou,1,2 B. Wilfong,1,2 H. Vivanco,1 J. Paglione,2,3 C. Brown,4 and E. E. Rodriguez1,2

The simple binary compound, iron selenide (FeSe), was discovered to be a superconductor in 2008 with a critical temperature ($T_c$) of 8 K [1]. Since then, more extraordinary claims have been made with respect to its superconducting properties including increasing $T_c$ to 37 K upon applying pressure [2], 42 K upon inserting other chemical species [3], and 65 K upon isolating it as a single layer [4]. But why does this material require iron for its superconductivity? That remains an outstanding question in the field of unconventional superconductivity. We have sought to answer this question by preparing cobalt analogues of FeSe and FeS and studying them with neutron diffraction. We prepared for the first time tetragonal CoSe and CoS, which are metastable materials, and studied their physical properties including magnetization and electrical resistivity. Our results [5] indicate that the electron configurations of the Co and Fe atoms provide clues as to what makes iron so special for superconductivity.

To prepare the Co analogue of the superconductor FeSe, we utilized what is known as *chemie douce*, or soft chemistry, methods. While FeSe can be prepared by more conventional means such as solid-state reactions, CoSe cannot be synthesized by similar methods. FeSe is a thermodynamic product of a high temperature reaction of iron with selenium, but CoSe with the same crystal structure can only be isolated as a kinetic product at low temperature and is therefore metastable. A solution to this synthetic challenge was to first prepare the thermodynamically stable KCo$_2$Se$_2$, which has a similar structure to CoSe, and remove the K$^+$ cations post-synthetically in aqueous media. Figure 1 demonstrates the basic structural unit common to KCo$_2$Se$_2$ and CoSe and how we can manipulate them via our *chemie douce* methods to achieve the desired products. The same chemistry was extended to the sulfides to prepare metastable CoS. Once we kinetically stabilized and isolated phase-pure CoSe, we measured its magnetization and electrical resistivity to compare how this new compound is similar to superconducting FeSe. From resistivity measurements, we found CoSe to be metallic, similar to FeSe, from room temperature down to low temperatures, but no superconducting transition was observed down to 2 K. Magnetization measurements showed that instead of a Meissner effect at low temperatures, both CoSe and CoS displayed a divergence in the magnetization at approximately 10 K. Furthermore, at 2 K CoSe displayed some hysteresis in its magnetization as a function of applied magnetic field. Therefore, it seems plausible that CoSe may be a weak ferromagnetic (or ferrimagnetic) metal at low temperatures instead of a superconductor.

To help better answer why CoSe does not display superconductivity as in closely related FeSe, we performed powder neutron diffraction (PND) experiments at the BT-1 high-resolution diffractometer. Since neutrons afford information on both crystal structure and magnetic ordering, we were able to obtain a highly accurate structure to compare against FeSe and understand CoSe’s magnetization properties. Figure 2 shows the structural fit to the PND data at low temperatures including a magnetic moment on the Co site ($\approx 0.30 \mu_B$). The observed small moment of Co is in line with the magnetization measurements, which show a converging but unsaturated moment of less than 0.1 $\mu_B$ with applied magnetic field up to 7 T. Furthermore, we were able to demonstrate that CoSe remains tetragonal (P4/nmm space group) down to base
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temperature. This is already a significant change from FeSe, which undergoes a tetragonal to orthorhombic distortion near 90 K [6].

In summary, our work on CoSe and FeSe demonstrates the importance of using novel chemical means to prepare metastable materials. Our synthesis helped us obtain, for the first time, an analogue to the FeSe superconductor in order to study what makes iron so special for this extraordinary superconductivity. The physical property measurements demonstrated the vastly different properties that can arise from substituting Co for Fe in this structure. With neutron diffraction, we not only obtained accurate crystallographic information, but we also determined the nature of the observed magnetic ordering in CoSe. Finally, through our DFT studies we demonstrated that the common square lattice in CoSe and FeSe leads to electronic structures easy to interpret that may even give us a tool by which to predictably tune the physical properties of these selenides. From this work, we hope to prepare other transition metal analogues to FeSe and better understand how to design new magnetic materials and superconductors.
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Long-lived Higgs amplitude mode in a two-dimensional quantum antiferromagnet near the quantum critical point

T. Hong,1 M. Matsumoto,2 Y. Qiu,3 W. Chen,3,4 T. R. Gentile,3 S. Watson,3 F. F. Awwadi,5 M. M. Turnbull,6 S. E. Dissanayake,1 H. Agrawal,7 R. Toft-Petersen,8 B. Klemke,8 K. Coester,9 K. P. Schmidt,10 and D. A. Tennant 1

The concept of mass generation by means of the Higgs mechanism is of crucial importance to particle physics. In the Standard Model, the excitation of the amplitude fluctuation of the condensed Higgs field manifests as the massive Higgs boson [1]. Since its discovery, there has been much interest in searching for Higgs boson-like quasiparticles in condensed matter physics [2]. The collective excitations in the broken-symmetry phase near a quantum critical point (QCP) can be characterized by fluctuations of the phase and amplitude of the order parameter. The phase oscillations correspond to the Nambu-Goldstone modes where the massive amplitude mode, analogous to the Higgs boson in particle physics, is prone to decay into a pair of low-energy Nambu-Goldstone modes in low dimensions. Especially, observation of the Higgs amplitude mode in two dimensions is an outstanding experimental challenge.

The quantum $S = 1/2$ Heisenberg antiferromagnetic two-leg spin ladder is one of the cornerstone models in low-dimensional quantum magnetism. In the one-dimensional limit of isolated spin-1/2 ladders, the ground state consists of valence-bond singlets on each rung of the ladder. Interestingly, the ground state can be tuned by the inter-ladder coupling from the quantum disordered (QD) state, through the QCP, to the long-range magnetically-ordered (LRO) state as shown in Fig. 1(a). In the QD phase, the magnetic excitations are triply-degenerate magnons with a spin gap energy that vanishes on approach to the QCP. In the LRO phase, the triplet modes evolve into two Nambu-Goldstone or transverse modes (TMs), reflecting spin fluctuations perpendicular to the ordered moment, accompanied by a longitudinal mode (LM), reflecting spin fluctuations along the ordered moment. The latter mode is analogous to the Higgs amplitude mode.

It has been shown that the metal-organic compound $\text{C}_9\text{D}_{18}\text{N}_2\text{CuBr}_4$ (DLCB for short) is a unique spin ladder material where the inter-ladder coupling is sufficiently strong to drive the system into the LRO phase [3]. Figure 1(b) shows the molecular two-leg ladder structure of DLCB. A minimal two-dimensional (2D) spin interacting model was proposed based on the crystal structure. Indeed, the inter-layer dispersion is absent within the instrumental resolution, and the observed magnon dispersions can be described by this model quantitatively. A spin gap energy $\Delta = 0.32(3)$ meV results from a small Ising anisotropy. Importantly, the analysis of the spin Hamiltonian indicates that DLCB is close to the QCP, making it an ideal candidate to investigate the Higgs amplitude mode.

Since TMs and the LM/Higgs amplitude mode in DLCB could be degenerate or unresolvable within the instrumental resolution, we employed polarized neutron scattering on the cold neutron spectrometer MACS to unambiguously determine the nature of spin polarization of magnetic excitation spectra [4]. The polarization analysis was performed using the recently developed capability of wide-angle $^3$He spin filters. Figure 2(a) shows a rocking scan of the nuclear Bragg reflection $(0, -1, -1)$ using the non-spin-flip (NSF) and spin-flip (SF) configurations, respectively. The calculated flipping ratio is as high as $I_{\text{NSF}}/I_{\text{SF}} = 43(1)$. Figure 2(b) shows a rocking scan of the magnetic Bragg reflection $(0.5, 0.5, -0.5)$ at $T = 1.4$ K using NSF and SF configurations, respectively. The NSF scattering intensity
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dominates the SF intensity, which suggests that the out-of-plane spin component is dominant, thus confirming the orientation of the staggered moments.

The principles for polarized neutron scattering can be summarized as follows: a) phonons and structural scattering are seen in the NSF channel; b) components of spin fluctuations parallel to the neutron polarization are seen in the NSF channel; c) components of spin fluctuations perpendicular to the neutron polarization are seen in the SF channel. The polarized neutron experiment was designed so that TMs and the LM would appear separately in the SF and NSF configurations, respectively. For purposes of comparison, Fig. 2(c) shows an energy scan at \( Q = (0.5, 0.5, -0.5) \) using unpolarized neutrons. Figures 2(d) and (e) show the same energy scans in the SF and NSF channels. The fitted spin gap energies of the TMs and LM/Higgs amplitude mode were \( \Delta_{\text{TMs}} = 0.33(3) \) meV and \( \Delta_{\text{LM}} = 0.48(3) \) meV, respectively. Moreover, we managed to map out the excitation spectra in the Brillouin zone. Figure 3 summarizes a comparison between experimental data and theoretical calculations of the spin-wave spectra along two high-symmetry directions in reciprocal space. In the SF configuration, the observed magnetic excitations in Figs. 3(c) and (d) are in excellent agreement with the calculation using linear spin-wave theory (LSWT) and thus were confirmed to be TMs.

Since the Higgs amplitude mode is not predicted by LSWT, we used bond-operator theory (BOT) to describe the low-energy excitations near the QCP in DLCB. Figures 3(e) and (f) show the calculated excitation spectra using BOT, which reproduce the experimental data qualitatively. Thus, our conclusion that the nature of the spin excitations observed in the NSF configuration is due to spin fluctuations along the staggered moment direction is quite convincing. Moreover, the grey lines in Figs. 3(e) and (f) are the calculated lower boundary of the two-magnon continuum in DLCB, which lies well above the Higgs amplitude mode. Hence, the spontaneous decay of the Higgs amplitude mode into a pair of TMs is forbidden by energy and momentum conservation.

In summary, the unique ability of polarized neutron scattering on MACS to probe the spin polarization of dynamic spin pair-correlation functions allows us to distinguish the Higgs amplitude mode from the dominant transverse Nambu-Goldstone mode in a two-dimensional \( S = 1/2 \) antiferromagnet DLCB. The opening of an anisotropic energy gap kinematically prevents the decay of the Higgs amplitude mode into a pair of transverse modes. This leads to the long lifetime for the Higgs amplitude mode and makes it observable near the quantum critical point in two dimensions.
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Complex three-dimensional magnetic ordering in segmented nanowire arrays

A. J. Grutter,1 K. L. Krycka,1 E. V. Tartakovskaya,2,3 J. A. Borchers,1 K. Sai Madhukar Reddy,4 E. Ortega,5 A. Ponce,5 and B. J. H. Stadler 4

High density arrays of ferromagnetic nanowires are critical to realizing next-generation 3D spintronic technologies [1, 2]. In particular, segmented nanowires have recently emerged as exciting routes towards magnetic device architectures such as racetrack memory [3]. To attain the high information densities that are desired, nanowires within the array must be in close proximity. However, the effect of long-range interactions in closely-packed nanowires has long remained untested due to the challenges of developing a 3D picture of the complex magnetic ordering that can emerge. Individual segmented nanowires can readily be studied through magnetic imaging or scanning probe techniques, but the array is usually embedded in an alumina oxide (Al2O3) template to maintain order and alignment between nanowires. Thus, the interwire coupling is inaccessible unless the array is destroyed to allow common probes to be employed. Further, most theoretical treatments are based on non-interacting wires or continuum approximations – two assumptions which are not appropriate for closely packed segmented nanowires. In reality, the combination of intersegment and interwire coupling in these systems may result in long-range magnetic correlations.

To address these challenges, polarization analyzed small angle neutron scattering (PASANS) was used to probe hexagonal arrays of nanowires comprised of alternating segments of ferromagnetic galfenol (Fe0.8Ga0.2) and non-magnetic Cu with 35 nm diameter, 100 nm wire separation, and FeGa/Cu thicknesses of 12 nm/5 nm [4]. PASANS is a unique capability that can be applied to the analysis of the structural and magnetic order of the nanowire array in 3D. In PASANS, a beam of neutrons is incident on the sample in the Z-direction (Figure 1a). Figure 1b shows a typical two-dimensional scattering pattern for our system, captured as a function of the wavevector $Q$ on an area sensitive detector. Four different scattering cross sections were measured by selecting the orientation of the neutron spin ($\uparrow$ or $\downarrow$) before and after scattering from the sample with a supermirror polarizer and $^3$He spin filter, respectively. The non-spin-flip (NSF) scattering ($\uparrow\uparrow$) and ($\downarrow\downarrow$), contains information about both the physical structure and the magnetic moments parallel to an applied magnetic field. As a complement, the two spin-flip (SF) cross sections, ($\uparrow\downarrow$) and ($\downarrow\uparrow$), probe magnetic ordering perpendicular to an applied field. In Figure 1c, 1d, and 1e, we can see examples of NSF scattering perpendicular to the nanowires (along Y), SF scattering perpendicular to the wires (along Y), and SF scattering parallel to the wires (along X), respectively. By taking such measurements in different applied fields, a 3D field-dependent picture of the magnetic configuration.
and moment orientation may be obtained from the locations of the peaks in each cross section. The SF peak near \( Q_x = 0.165 \text{ nm}^{-1} \) in Figure 1d, for example, provides definitive evidence of antiparallel alignment of the perpendicular to the nanowire component of the magnetization from one segment to the next (along the nanowire) in low fields.

In Figure 2a, a schematic illustrates the important magnetic interactions within the system as determined from PASANS. Among the segments, the perpendicular magnetic moments interact ferromagnetically (parallel alignment) between wires, but antiferromagnetically (antiparallel alignment) along the wire. On the other hand, when magnetic moments align along the wire, they interact antiferromagnetically between wires. Balancing these interactions results in complex magnetic structures as the applied magnetic field along the wires is increased. At zero field, we have the structure shown in Figure 2b. As the field increases, wires align into the fan-like and then antiferromagnetic structures shown in Figure 2c and 2d. Finally, at very high fields, all moments eventually line up with the applied field.

In the nanowire geometry used here, competing interactions give rise to complex magnetic structures including antiferromagnetic interwire stripes, in-plane interwire ferromagnetism, and intrawire fan structures, which are highly dependent on the external field. Based on the SANS results, we developed a theoretical framework for accurately treating interwire magnetic interactions in high-density nanowire arrays. These calculations show that all the observed field-dependent behavior, depicted in Figs. 2 b-e, may be accounted for by a combination of dipole and Zeeman interactions, making our findings readily generalizable to other nanowire arrays with a variety of geometries.

The modeling, theory, and PASANS observations suggest that magnetic domain structures in aligned arrays of segmented nanowires can be exploited in the design of nanowire-based devices. However, the ability to probe and understand the magnetic structures formed through interwire and intersegment interactions will be critical to their eventual incorporation into 3D magnetic devices. This work therefore represents an important step in the development of devices based on segmented magnetic nanowire arrays.
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Enhancing magnetic order in topological insulators with antiferromagnets


Topological insulators (TIs) have emerged as an exciting new opportunity in the search for materials systems that can serve as the building blocks for new ultralow-power logic devices and quantum computers. In particular, TIs that have been engineered to possess desirable magnetic properties are prime candidates for use in quantum computing or in next generation “spintronic” logic devices, which use magnetic spins as information carriers rather than relying on charge alone [1, 2]. A great deal of effort has gone into achieving room temperature magnetism in TIs, either through magnetic doping or proximity coupling to adjacent ferromagnetic layers [3]. Doping may readily induce a high-temperature magnetic phase, but the high concentration of dopants necessary eventually disrupts the topological order of the system. Proximity interactions between ferromagnets have recently been reported to induce a high-temperature magnetization in a TI, but such systems are extremely hard to characterize accurately due to the way the ferromagnet dominates the signal. Thus, convincing demonstrations of high-temperature magnetic states in these systems above 30 K have remained elusive.

A potential solution to this dilemma is the incorporation of antiferromagnetic systems that can mimic the spin-polarized interfacial interactions of a ferromagnet. Antiferromagnets, which consist of magnetically ordered spins in an antiparallel configuration rather than the parallel arrangement of a ferromagnet, possess no net magnetization. Further, the magnetic spins of an antiferromagnet typically respond more weakly to an applied field than do those of a ferromagnet. Thus, at an antiferromagnet/TI interface, the magnetic signal from the TI will be much easier to resolve conclusively. Further, devices based on antiferromagnetic systems are predicted to operate at higher frequencies and be less sensitive to external magnetic fields, suggesting a wide range of exciting new applications.

In order to achieve proximity interactions between antiferromagnets and TIs, thin film superlattices and heterostructures composed of the antiferromagnet chrome antimonide (CrSb) and the TI bismuth antimony telluride [(Bi,Sb)2Te3] were fabricated [4]. CrSb was selected because it provides a unique combination of growth compatibility with TI structures and magnetic structure in which the spins are aligned ferromagnetically within the layer but antiparallel between layers. All TI layers were lightly doped with Cr such that the TI layers were magnetic below 30 K, but the desired topological properties were preserved. Samples studied included bilayers, trilayers, and superlattices. Such

FIGURE 1: (a)-(d) Magnetization vs. applied field measurements for the bilayers and trilayers studied alongside schematics of each sample geometry (1 emu/cm3 = 10^3 A/m).
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a combination of different sample geometries allowed the study of individual interfaces in the bilayers, interfaces of sandwiched layers in the trilayers, and possible long-range interactions in the superlattices.

Through characterization of the sample electronic and bulk magnetic properties, it was immediately apparent that the Ti/CrSb systems were dramatically modified through growth alongside each other (Figure 1). Magnetoresistance, SQUID, and Hall Effect measurements, which examine the magnetic field dependence of electrical resistance in a material, revealed signatures of a net magnetic moment in the samples up to temperatures of 90 K. This represents a threefold increase in the ordering temperature relative to those of the pure Cr-doped Ti systems. Furthermore, the enhancement of the magnetic order was found to depend strongly on the sample geometry. Specifically, while magnetic exchange bias is observed in bilayer samples, it disappears in trilayers, which instead exhibit a surprising double-switching behavior upon magnetization reversal that is indicative of interlayer exchange coupling. When sandwiched between two TI layers, the intervening CrSb layer appears to mediate a magnetic interaction between the top and bottom TI layers. In superlattices, this effect is greatly enhanced with increasing thickness, and our findings suggest that the interlayer exchange coupling plays a significant role in enhancing the magnetic ordering temperature of the TI/CrSb system. As shown in Figure 2, increasing the number of repeats in the superlattice results in a rapid ordering temperature increase, which eventually plateaus near 90 K for 10 bilayer repeats.

Of course, modifications to the magnetic ordering temperature in a two-component system may be attributed to a change in either the TI layer, the CrSb layer, or both. The magnetic transition observed at 90 K could also represent a dramatic reduction in the CrSb ordering temperature due to interfacial defects or finite size effects. It is therefore critical to understand the magnetic behavior of the individual layers. To characterize the antiferromagnetic ordering in the CrSb layers we used temperature-dependent neutron diffraction to probe the intensity of the magnetic diffraction peaks. These data confirmed that the CrSb moments remain aligned primarily along the c-axis as in the bulk system.

To better understand the individual layer behavior and interlayer exchange coupling, polarized neutron reflectometry (PNR) measurements were performed using the PBR instrument at the NIST Center for Neutron Research on a bilayer and a x10 repeat superlattice. PNR reveals the structural and magnetic depth profile of these layered films. As shown in Figure 2, modeling of the PNR data demonstrates that a net magnetization appears in the CrSb layer when these layers are sandwiched between two TI layers. On the other hand, when the CrSb has only a single top or bottom interface with a TI layer, no net magnetization is observed. These findings support the interpretation of an interlayer exchange coupling in which the TI layers couple to the CrSb, changing its magnetic structure. These changes propagate through the CrSb and are reinforced by interactions with the TI layer on the other side. In this way, long-range coupling interactions are stabilized that increase the magnetic ordering temperature of the entire system. Thus the enhanced magnetic ordering temperature is the result of enhanced coupling of magnetic spins in both the TI and CrSb.

This work demonstrates the surprising power of antiferromagnetic layers to tune magnetic interactions in topologically nontrivial systems. It must be noted, however, that such results require the ability to grow flat structures with incredibly sharp interfaces. The observed interactions are enabled because of the spin-polarized planes present in the CrSb. However, even a slight nonuniformity of thickness or a significant intermixing at the interface will result in the TI layer interaction with the CrSb spins aligned in opposite directions. Therefore, the system must truly be an atomically flat thin film. As the ability to grow more films of exceptional quality improves, we anticipate the emergent field of topological antiferromagnetic spintronics will expand greatly, which will have important implications for magnetic logic devices, quantum computing, and beyond.
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Atomic scale engineering of multiferroicity in LuFeO₃/LuFe₂O₄ superlattices


Multiferroics are materials that possess ferroelectric and magnetic order. For technological applications, we desire that these two order parameters be tightly coupled. Unfortunately, despite years of searching, there has been a paucity of materials for which both orders exist at room temperature, while evincing control of magnetism by an applied voltage [1, 2]. Thus, engineering artificial multiferroics using atomic-scale heterostructures is rapidly becoming an attractive alternative. In this work, we have combined two crystallographically similar but poor multiferroic materials to engineer a new family of ferromagnetic multiferroic heterostructures [3].

These heterostructures are based on the family of hexagonal compounds $RMO_3$ which have been known multiferroics since their discovery in the early 1960s. In these materials, the ferroelectric moment results from a structural transition, typically above 700 K, in which the rare-earth $R$ and $O$ ions displace along the $c$-axis by disproportionate amounts leading to a net charge displacement. The magnetic transition metal $M$ sites form a triangular lattice in the plane, with superexchange interactions leading to antiferromagnetic ordering only below 150 K [4]. Thus, despite exhibiting both magnetism and ferroelectricity at low temperatures, the two orders are only weakly linked, and this material is not expected to be a useful multiferroic near room temperature [5].

On the other hand, LuFe₂O₄ is a hexagonal material with lattice constants similar to those of the high temperature phase of the $RMO_3$ compounds, but it ferrimagnetically orders below 240 K and does not undergo any inversion-symmetry breaking structural transitions. In fact, the LuFe₂O₄ and LuFeO₃ crystal structures may be envisioned as simply alternating planes of Fe-O (A) and Lu-O (B) layers, with LuFeO₃ defined by the pattern ABAB..., and LuFe₂O₄ by AABAABAAB.... Thus, using epitaxial or syntactic growth of individual Fe-O and Lu-O layers we can effectively interpolate between the two compounds. To do so, we have used oxide molecular beam epitaxy (MBE) which allows precise control of atomically sharp interfaces over large scales, with imaging from high-angle annular dark field scanning transmission electron microscopy (HAADF-STEM) shown in Figure 1.

Interestingly, we find that introducing more LuFeO₃ increases the ferromagnetic ordering temperature of the LuFe₂O₄-like layers, from 220 K to nearly room temperature [281 K in the

FIGURE 1: HAADF-STEM images of MBE grown LuFeO₃-LuFe₂O₄ superlattices [3]. The $m$ indicates the number of sequential AB (LuFeO₃) units between each double Fe-O layer [1]. Lutetium (Lu) is shown as turquoise and iron (Fe) is shown as yellow.
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(LuFeO$_3$)$_9$/LuFe$_2$O$_4$) sample], uniformly as a function of $m$ (the number of LuFeO$_3$ layers). Furthermore, we find that by maximizing $T_c$, both the robustness of the ferroelectric state and the magnetoelectric coupling of the ferromagnetic and ferroelectric moments are also dramatically enhanced. In thin films, there is often the worry that magnetic effects measured by bulk techniques such as SQUID magnetometry may stem from ferromagnetic impurities. Neutron scattering experiments played a critical role in determining that the high transition temperatures observed in these superlattices were intrinsic to the material. In Figure 2, we show an order parameter of the magnetic (101) reflection measured on the BT-4 triple-axis spectrometer.

Finally, we investigated the coupling between the two order parameters. In Figure 3 (a), we show the effects of writing a pattern with a piezoresponse force microscopy (PFM) tip. In Figure 3 (b), we show X-ray magnetic circular dichroic photoemission electron microscopy (XMCD PEEM) images (measured at 200 K, below the magnetic transition temperature), which reveal that the magnetic order in these materials follows the ferroelectric ordering. In Figure 3 (c), we show that at high temperatures, this order is markedly reduced, yet still remains (in Figure 3 (d), we show line cuts through the signal at the two different temperatures).

This work demonstrates a strategy that is capable of developing multiferroic materials with strong coupling and high transition temperatures. The design principle was to imprint the ferroelectric “rumpling” onto LuFe$_2$O$_4$ and establish ferroelectricity in that compound. Density Functional Theory (DFT) calculations suggest that this rumpling also serves to increase the interaction between moments in the LuFe$_2$O$_4$ layer and thus increase the transition temperature. The magnetic reflection we observed was also consistent with the lowest energy magnetic structure predicted by DFT.
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In magnetic materials both the electronic orbitals and spins can participate in collective behaviors. Typically, degeneracies in the orbital filling are lifted by the Jahn-Teller effect at high temperatures, resulting in a quenching of orbital angular momentum and a frozen pattern of orbital occupation, or orbital ordering. This is followed by collective spin ordering at a lower temperature. However, such a separation of energy scales is not guaranteed and the spin and orbital sectors can influence each other through spin-orbit coupling and exchange interactions. When spin and orbital energy scales are of comparable strength, then it is even possible to avoid completely any spin or orbital ordering and form a spin-orbital quantum liquid state. In this state both the spin and orbital degrees of freedom fluctuate collectively at zero temperature.

FeSc$_2$S$_4$ is a cubic spinel where Fe$^{2+}$ ions carry both a spin and orbital degree of freedom. The spin and orbital energy scales are of nearly equal strength, and previous work has uncovered evidence that the ground state may be a spin-orbital liquid [1, 2]. Using a combination of neutron powder diffraction and neutron inelastic scattering techniques, we have recently found evidence for a coexistence of weak spin and orbital order with strong quantum fluctuations in FeSc$_2$S$_4$ [3]. The analysis of our neutron diffraction and spectroscopic data has provided detailed atomic scale insight into the nature of spin-orbital ordering. Our observations indicate that the ground state of FeSc$_2$S$_4$ lies near a quantum critical point separating a spin and orbitally ordered state from a spin-orbital liquid.

In Figure 1 (a) we present a false color map of the temperature dependent neutron diffraction for FeSc$_2$S$_4$ measured using the MACS spectrometer. The high sensitivity measurements reveal magnetic Bragg reflections that appear below a temperature $T_c = 11.8$ K. The temperature dependent ordered moment extracted from the integrated Bragg intensity smoothly increases with decreasing temperature, with a critical exponent of $\beta = 0.54$ and saturated moment of 1.9 $\mu_B$/Fe$^{2+}$, as is shown in Figure 1(c).

Neutron diffraction is not necessarily directly sensitive to orbital ordering, or orbital degeneracy breaking, but a particular orbital ordering pattern can be indirectly inferred through careful measurement of the crystal structure. To explore the possibility of orbital ordering in FeSc$_2$S$_4$, we have performed neutron powder diffraction measurements using the BT-1 diffractometer. The results of this measurement are shown in Figure 2 (a). The crystallographic unit cell maintains its cubic metric at low temperature, meaning that the maximum change in the cubic lattice parameter $a$ is consistent with our measurement is $\Delta a/a = 0.0002(2)$. However, Rietveld refinement of our diffraction data yields a systematic discrepancy between measured and calculated peak intensities for the cubic crystal structure.
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By testing the maximal subgroups of the cubic structure, we find that the measured diffraction data are much better described using a tetragonal structure containing two distinct Fe sites, each forming a centered tetragonal sub-lattice as shown in Figure 2 (b). Within each sub-lattice the Fe coordinating S tetrahedra are alternately compressed and elongated along the (100) direction. This distortion lifts the orbital degeneracy of the cubic cell, but in a different way on each of the two Fe sites. Therefore, these two positions are not symmetry equivalent. Therefore, the magnetic ordering must exist in a tetragonal structure, which breaks the symmetry of the cubic cell. Indeed, the powder-averaged magnetic excitation spectrum is well described by a spin-wave model in the tetragonal cell [3]. Thus, it is the magnetic excitation spectra that pinpoint the orbital ordering pattern in FeSc$_2$S$_4$ and demonstrate the intimate connection between spin and orbital degrees of freedom.

The tetragonal distortion is an essential piece of information required for a consistent understanding of both the magnetic order and the pattern of inelastic magnetic scattering. In Figure 3 we show a summary of the powder averaged neutron inelastic spectra measured on the MACS spectrometer as well as the magnetic diffraction pattern. Rietveld refinement of the magnetic structures using the tetragonal crystallographic unit cell reveals a collinear antiferromagnet with a strongly reduced ordered moment of 1.9 $\mu_B$, which indicates strong quantum fluctuations in this insulating magnet. A close up of the lowest $Q$ magnetic Bragg reflections is shown in panel (c) of Figure 3, and the corresponding low energy magnetic excitation spectra are in panel (b). If one uses the cubic crystal structure, then the two lowest-$Q$ Bragg reflections occur at symmetry equivalent wave vectors. However, the presence of strong inelastic intensity around the first magnetic reflection combined with the absence of such intensity around the second implies these two positions are not symmetry equivalent. Therefore, the magnetic ordering must exist in a tetragonal structure, which breaks the symmetry of the cubic cell. Indeed, the powder-averaged magnetic excitation spectrum is well described by a spin-wave model in the tetragonal cell [3]. Thus, it is the magnetic excitation spectra that pinpoint the orbital ordering pattern in FeSc$_2$S$_4$ and demonstrate the intimate connection between spin and orbital degrees of freedom.

In short, our finding of magnetic order in FeSc$_2$S$_4$ sheds new light on this material. We show the presumed spin-orbital liquid actually supports a small staggered magnetization; however, the magnetic order is not conventional, and we can clearly place FeSc$_2$S$_4$ in proximity to a quantum critical point where the staggered magnetization melts. Our study thus opens a new chapter for experimental and theoretical investigations into the class of quantum phase transitions involving entangled spin and orbital degrees of freedom.
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Fractional magnetic excitations, such as one-dimensional spinons, are incontrovertible evidence for the quantum nature of a system, and it is widely believed that small magnetic moments are required, such as those originating from a transition metal ion with \(d\)-electrons. Our neutron scattering experiments on the DCS instrument unambiguously reveal exactly these exotic quantum states in a much different sort of system, \(\text{Yb}_2\text{Pt}_2\text{Pb}\) [1]. Our observation of spinons in this material is novel because the magnetic moments hosting these excitations are very large, arising from orbitally dominated \(f\)-electron states of \(\text{Yb}^{3+}\). In 3d-electron materials with spin-1/2 moments the orbital angular momentum is quenched and spinons are typically associated with the separation of the charge and spin degrees of freedom. In \(\text{Yb}_2\text{Pt}_2\text{Pb}\), magnetic moments have predominantly orbital origin, and spinons bring about the separation of the charge and orbital degrees of freedom.

Shown in Fig. 1A is the crystal structure of \(\text{Yb}_2\text{Pt}_2\text{Pb}\) [2], where the unusual properties emerge from the Yb-ladders that extend along the \(c\)-axis. The strong spin-orbit coupling combines spin and orbital degrees of freedom into a large, anisotropic \(J = 7/2\) Yb moment, which is dominated by \(L = 3\). The crystal electric field (CEF) lifts the eightfold (2\(J+1 = 8\)) degeneracy of the \(J\)-multiplet and results in doublet ground states of nearly pure \(|\pm 7/2\rangle\). Inelastic neutron scattering experiments on \(\text{Yb}_2\text{Pt}_2\text{Pb}\) reveal a spinon continuum dispersing along \([0 0 \ell]\) (Fig. 2A) [1], typical of the \(S = 1/2\) Heisenberg-Ising XXZ spin Hamiltonian:

\[
H = J_0 \sum \mathbf{S}_n \cdot \mathbf{S}_{n+1} + \sum_{\ell = \pm 1} (S^\ell_n S_n^\ell + \Delta S^\ell_n S_n^{\ell+1}),
\]

where \(J_0\) is the spin-exchange coupling, and \(\Delta\) is its anisotropy. A modest gap was observed in the spinon spectrum, \(M(Q, E)\), that is much smaller than the excitation bandwidth, suggesting weak Ising anisotropy. Reflecting the weak interactions among orthogonally aligned ladders of the Shastry-Sutherland Lattice (SSL) geometry in the \(ab\)-plane [3], a flat dispersion was observed along \([HHO]\) (Fig. 2B, C).

The overall wave vector dependence of the energy-integrated intensity, \(M(Q)\), reveals that the excitations are dominated by longitudinally polarized fluctuations. As demonstrated in Fig. 2D, the spectrum dependence on wave vector, \(H\), is well described by the polarization factor with Yb moments fluctuating along their local Ising axes [1]. This longitudinal character of the spinon excitations in \(\text{Yb}_2\text{Pt}_2\text{Pb}\) is a direct consequence of the Yb single ion physics, where strong spin-orbital coupling produced an Ising-like orbital anisotropy. Quantitative calibration of \(M(Q, E)\) [1] verifies that the neutron inelastic and elastic scattering data satisfies the sum rules, as shown in Fig. 3(A). We find a total moment \(M_{\text{total}}\) that is between 3.8 and 4.4\(\mu_B\)/Yb for a wide temperature range from 0.1 K to 100 K. This suggests that the spinons are entirely responsible for all of the magnetic dynamics in \(\text{Yb}_2\text{Pt}_2\text{Pb}\). Significantly, the spinon excitation spectrum strongly resembles those found in Heisenberg \(S = 1/2\) spin chain systems [4]. Although individual Yb magnetic moments are Ising-like, comparison of the model calculation of the 1D spectrum with the experimental data shows a good agreement, suggesting that the magnetic moments are indeed predominantly orbital in origin.
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effects can decouple the spin and charge degrees of freedom of electrons, as well as the spin and orbital degrees of freedom in dynamics of magnetic moments [4, 5]. Our measurements offer the first evidence that charge and orbital quantum numbers can also be separated, provide a system with unique access to longitudinal excitations, and open up new avenues for studies, both theoretical and experimental.
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FIGURE 2: (A) The dispersion of the spectrum of magnetic excitations along the [00L] direction in reciprocal space of Yb2Pt2Pb at T = 0.1 K. The circles mark the onset of the excitation continuum, while the white lines indicate the lower and upper boundaries of the spinon continua. (B) The dispersion of the scattered neutron intensity along the [H H 0.5] direction. (C) The partial static structure factor M(Q), obtained by integrating the scattered intensity from 0.15 meV to 1.5 meV. (D) Fluctuations along the magnetic field direction, [-110], are perpendicular to the scattering plane and therefore yield intensity that is independent of the wave vector orientation in this plane. The polarization factor reflects the projections of the (110) sublattice moments on the scattering wave vector (red line), indicating that only magnetic fluctuations along the (110) moments contribute to magnetic scattering.

XXZ Hamiltonian to the experimental magnetic susceptibility (Fig. 3(B)) and to the spinon scattering spectrum (Fig. 3 C, D) reveals only a moderate exchange anisotropy is present for the S = 1/2 pseudo-spins, with Δ = 2.6 and J0 = 0.205 meV. The exchange mechanism for the spinons in Yb2Pt2Pb is necessarily unconventional. We propose that it is via the direct exchange of f-electrons between neighboring orbitals along the direction of the chains, illustrated in Fig. 1(B, C) [1].

As a rare-earth based intermetallic metal, Yb2Pt2Pb is an unexpected place to find fractional quantum excitations, since the strong coupling of the spin and orbital degrees of freedom in such materials typically hinders appreciable quantum effects. However, the specific qualities of the Yb ions in Yb2Pt2Pb instead enhance quantum effects in spectacular fashion. Previous studies have shown that quantum effects can decouple the spin and charge degrees of freedom of electrons, as well as the spin and orbital degrees of freedom in dynamics of magnetic moments [4, 5]. Our measurements offer the first evidence that charge and orbital quantum numbers can also be separated, provide a system with unique access to longitudinal excitations, and open up new avenues for studies, both theoretical and experimental.

FIGURE 3: (A) Temperature dependencies of the ordered Yb moment from neutron diffraction measurements (black circles), the fluctuating moment from the energy- and wave-vector-integrated normalized M(Q, E) (red points), and the total moment (blue points). (B) The temperature dependence of the static uniform magnetic susceptibility, which shows good agreement with calculated for the XXZ chain, for Δ=2.6 and J0 = 0.205 (red line). (C), (D) The longitudinal structure factor, M(Q, E), of the XXZ spin-1/2 chain calculated for Δ=3.46 and J0 = 0.116 meV (C), and for Δ=2.6 and J0 = 0.205 meV (D). The experimentally determined lower boundary is shown (circles) along with the calculated lower and upper 2 spinon (solid lines) and the upper 4 spinon (broken lines) boundaries.
Overview of residual stresses in additive manufactured parts

J. Milner and T. Gnäupel-Herold

Additive manufacturing (AM) of metals is a process for building parts layer-by-layer that can produce complex geometries that are not achievable by traditional subtractive manufacturing means. However, one of the key barriers to widespread adoption of this process is the build-up of residual stress within the part due to repeated localized melting and solidification during the build process. In this case, residual stress refers to the undesirable internal stress that remains in the part when the AM build process has completed. This stress may lead to unwanted cracks, layer delamination, unexpected failure, warping and lost part tolerances. Therefore, investigation of the residual stress is desired to gain a complete understanding of the influencing factors, such as process parameters, geometry effects, and post-process treatments to better control and mitigate the resultant stress within AM parts.

Simple geometric parts are additively manufactured by the laser-based powder bed fusion process. A recoater blade spreads a thin layer of metal powder over the build plate, where mirrors and lenses direct a laser to selectively melt and fuse the powder corresponding to the cross-sectional layer of the desired part. When the first layer is finished, the build plate is lowered by the thickness of one layer, and the process repeats, building the part layer-by-layer until the part is fully fabricated. This work focuses on parts AM from Inconel 625 and Stainless Steel 17-4 PH [1, 2], which are common materials used in industry. Stress characterization of the AM parts is determined non-destructively by neutron diffraction at the BT8 Residual Stress Diffractometer.

To study geometric effects, a large range of cylindrical parts were designed with various build heights, outer diameters, and inner diameters. A part had either a 6 mm or 12 mm outer diameter, was solid or had an inner diameter of 2 mm and a build height of 10 mm, 25 mm, or 40 mm. Figure 1 displays contour stress maps of the AM Inconel 625 cylinders with an outer diameter of 12 mm and a build height of 40 mm while comparing the effect of (a) a solid structure versus (b) a structure with an internal diameter of 2 mm. Overall, the parts exhibit large tensile exteriors and compressive interiors regardless of the geometry of the part. Build height of the part, greater than 10 mm, does not affect the stress profile nor its magnitude within identical geometric parts. Comparing the solid cylinders with a 6 mm and 12 mm diameters, exhibits a reduction in the magnitude of stress by ≈ 25 % with a corresponding 75 % reduction in cross-sectional area. In addition, introducing a hole that spans the length of the part does not reduce the overall stresses within the part, as shown in Figure 1. Further examination of the geometric effects still needs to be conducted, with increased spatial resolution of the smaller parts, to quantify the stress profile and magnitude fully.

Increased spatial resolution scans, with a step size of 0.25 mm, were conducted on an AM Stainless Steel 17-4 PH rectangular cuboid (10 mm x 10 mm x 90 mm), scan locations indicated in Figure 2(a). Side-to-side scans were performed in both the $x$ and $y$ directions at a build height of 85 mm. The corresponding stress components between the two scan directions were seen to be similar and, thus, averaged into a single representation of...
the three stress components, summarized in Figure 2(b). Another scan was conducted along the $z$-direction portrayed in Figure 2(c); starting above the support layer from 0 mm to 10 mm and then continuing at 80 mm and finishing near the top surface or 90 mm. The stress profiles are seen to differ within the first millimeter from the surfaces; this is caused by the support layer reducing the local stress near the interface. Moreover, the effect of the surface is evident where $\sigma_{xx}$ and $\sigma_{yy}$ exhibit peak stress near the surface and then dropping drastically before stabilizing. The stresses are seen to stabilize beyond 6 mm from the bottom and top surfaces.

Adjusting the processing parameters does not significantly affect the outcome on the residual stresses of the AM parts; therefore, post-build processing is necessary to reduce the residual stress caused by the build process. This can be done by a thermal treatment process, stress relieving, to the finished AM part. Two identical AM Inconel 625 rectangular cuboids (10 mm x 10 mm x 20 mm) were prepared and subjected to two thermal treatment procedures: one part was held at 700 °C for four hours and the other was held at 800 °C for one hour. Three stress measurement scans were performed on the AM parts along the $x$ and $y$ directions at the mid-level (10 mm from the base) and along the $z$-direction from the base to the top surface. The $x$ and $y$ directional scans were averaged together, due to symmetry, to form a single representation of the stress from side-to-side of the part. The results are summarized in Figure 3, where (a) displays the stresses from side-to-side and (b) the stresses along the $z$-direction. The thermal treatments significantly reduced the magnitude of residual stress, where the 800 °C procedure was slightly more effective at reducing the residual stress. This thermal treatment resulted in an 85 % reduction in peak residual stress of the as-built part.

The resultant residual stresses of AM parts may never be removed completely by optimizing the processing parameters due to the nature of the process itself, as metal powder must be locally melted and cooled repeatedly to form a part. However, the ability to predict the residual stress outcome may lead to controlling the stress magnitude and profile within the part to be less detrimental. Therefore, continued analysis of processing parameters along with geometric effects is needed for a better understanding of the resultant residual stress. Moreover, post-build thermal treatments can be performed to significantly reduce the residual stresses of AM parts.
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Whether mandated by government regulation or by consumer demand – automotive fuel economy is a topic of imminent importance. Lighter cars and trucks require less energy to accelerate and move – in other words, weight reduction is a straightforward way to improve gas mileage. The single heaviest component of a passenger vehicle is the body structure, and here lies the greatest potential for significantly reducing the vehicle mass – hence the ongoing transition from steel-based structure to bodies composed at least partially of aluminum, magnesium and advanced high strength steels. The latter offers weight savings through high strength which allows lightweighting through dimensional reductions. The introduction of new materials combinations such as nonferrous-to-ferrous and nonferrous-to-nonferrous requires methods of joining beyond spot welding of which we examine here three examples: self-piercing rivets (SPR), flow drill screw driving (FDS) and composite friction fasteners (CFF). All three methods are able to join aluminum and steel sheet (FDS: steel needs pilot hole) together. These technologies are capital-intensive and they are currently used on a wide scale (full auto body) in the higher-end car segment. The transition to the broader car market has begun, but it will be further aided by more breadth and detail of understanding of joint mechanical properties and behavior.

Data on residual stresses in FDS, SPR and CFF joints are scarce due to the lack of suitable measurement methods other than neutron or synchrotron diffraction which are the only methods that can provide the necessary penetration and spatial resolution (≈ 1 mm) required for resolving the stress fields with sufficient detail. The need for more numerical stress data is felt especially in modeling both of long term durability (fatigue) and behavior under peak load such as in crash conditions.

Of the three methods two – FDS and CFF – are thermal processes where sheet penetration is achieved by thermal softening of the aluminum sheet. CFF goes one step further where even more friction heat is built up to achieve fusion to the base steel sheet.

In both cases residual stresses arise from quenching after local heating and joining of materials with different thermal expansion coefficients. In contrast, SPR is non-thermal; residual stresses are produced through displacement of sheet material and through the geometrical constraint from the combined plastic deformation of rivet and sheets. All three processes are shown in schematic in Figure 1.

The residual stress measurements were done using the BT8 stress diffractometer at the NCNR. The results reflect the process differences mentioned before: thermally dominated processes where material is displaced at high temperatures (FDS and CFF) display similar characteristics in stress compared to SPR where a cold material displacement occurs [1]. Here, the term ‘displacement’ refers to sheet material volume pushed aside by the penetrating fastener. Therefore, material displacement is synonymous with plastic deformation. Locally different levels of plastic deformation are the predominant source of residual stresses. For FDS and CFF tensile stresses dominate within the first ≈ 5 mm in the sheet outside the fastener after
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**Light Metal Joining Methods**

**FIGURE 1:** Light metal joining methods.
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which stresses turn moderately compressive as a result of stress balance boundary conditions. It is worth noting that stresses in aluminum sheet are slightly higher in FDS compared to CFF. The most likely explanation is that in the CFF joint the higher heat input (steel sheet needs much higher temperatures for fusing with the fastener) and the resulting longer cooling time provides for a more spatially homogeneous deformation during cooling to room temperature. In contrast, stresses in the SPR start out as compressive near the rivet which conforms to expectation for radial stresses. The spatial resolution of the measurement ($≈ 1.5 \text{ mm}$) is insufficient to capture stresses in the aluminum sheet immediately next to the rivet. For this region, tensile hoop stresses are expected, and this expectation is supported by high resolution results published in the literature for steel sheet (note that iron is a much stronger scatter than aluminum, and it allows for proportionally smaller gage volumes).

Since spacing of joints depends on sheet thickness (thinner sheet requires reduced distance between joints) it is possible that neighboring joints produce overlapping stress fields. Typical distances range from 10 mm to 30 mm which can produce noticeable effects when stress extent up to 10 mm outside the joint. Figure 3 shows the combined stresses of two CFFs in a 2-sheet composite (2 x aluminum +1 x steel).

There is notable asymmetry in the stresses between the two joints which is most likely the result of the joints produced consecutively, i.e., the first joint had already some time to cool while the second fastener was placed. However, overall cooling time is extended due to nearly twice the heat input over a longer time frame and over a larger area. Thus, thermal gradients are lower compared to the single CFF joint, and so are the residual stress (see Figure 2, right and Figure 3). This result in particular highlights the need for stress measurements and specimens that closely mirror conditions found production sheet joints.
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Holography with a neutron interferometer

D. Sarenac,1,2 D. A. Pushin,1,2 D. G. Cory,2,3,4,5 C. B. Shahi,6,7 B. Heacock,8,9 C. W. Clark,6,10 M. Arif,10 and M. G. Huber 10

We have used neutron beams to create holograms of large solid objects [1], revealing details about their interiors in ways that ordinary laser light-based visual holograms cannot. Holography was introduced by Gabor in 1948 [2], who showed that a far-field electron micrograph of an object could be used to make a transmission mask that allows the object to be reconstructed with visible light. The advent of coherent laser light sources in the 1960s made all-optical holography practical, to a degree that optical security holograms are now routinely printed on many paper currencies, credit cards, and identification documents [4]. Holography remains a vibrant field of research in imaging science. Our method is a simple adaptation of the two-beam wedge technique introduced by Leith and Upatnieks [3], and we discuss it using the conventional terminology of object, reference, and reconstruction beams.

Our object is a spiral phase plate (SPP) [5]. Our neutron holograms resemble the fork dislocation gratings which have been used to transfer angular momentum to atoms, electrons, and light [6]. Digital reconstruction of this hologram provides information about the phase generated by the SPP.

As shown in Fig. 1, our object beam consists of neutrons that have passed through an aluminum SPP in one arm of a perfect silicon neutron interferometer (NI). The SPP imprints a spatially-varying phase of \( q \phi \) upon the neutron input beam, where \( q \) is the topological charge of the SPP and \( \phi \) is the azimuthal angle, with coordinate origin being the center of the SPP surface. The other arm of the NI provides a reference beam. The holographic image is constructed from the interference of the object and reference beams, as recorded by a neutron sensitive digital camera. When no optical device is present in the reference arm, this interferogram displays the topological charge of the object beam, which is the same as that of a beam with orbital angular momentum (OAM) of \( q h \). By placing a wedge into the reference beam, we introduce a linear gradient which effectively tilts the neutron wave fronts.

Incident on the NI are monoenergetic neutrons with energies around 11 meV, corresponding to a wavelength of \( \lambda = 0.271 \) nm. The NI was made using a single ingot of silicon machined so that it has three blades supported by a common base. The common base insures sub-arcsecond alignment between the crystal blades. Neutrons entering the interferometer are Bragg diffracted by the (111) lattice planes of the crystal blades forming two spatially separate paths. The last NI blade coherently combines the two paths and the intensity at the camera is then given by:

\[
I = A + B \cos(\delta_{\text{wedge}} - q \phi + \theta),
\]

where \( A \) and \( B \) are experimental constants, \( \delta_{\text{wedge}} \) is the action of the wedge, and \( \theta \) is the inherent different between the reference

![FIGURE 1: (a) The off-axis method of optical holography of semitransparent objects introduced by Leith and Upatnieks. (b) An artistic depiction of the neutron holography experiment.](image)
and object paths. This interference is then detected using either a fully integrating $^3$He proportional counter or a neutron-sensitive imaging camera.

An aluminum SPP with $q = 2$ was placed in the object beam. The SPP was made with a standard milling machine cutting a spiral staircase into the surface of a segment of aluminum dowel. A topological charge $q = 2$ is obtained with a staircase with a total vertical descent of 224 $\mu$m, which is $\approx 10^6 \times \lambda$. Those experienced in optical design for visible light may find it surprising that the mechanical figure of an optical component need only be controlled within a few thousand multiples of the operational wavelength. This is possible with neutrons, since neutron indices of refraction for most materials differ from unity by a few parts per million. In the reference beam a vertical linear gradient was introduced by using two identical fused silica optical wedges arranged back-to-back. These wedges had a 6° angle and each could be rotated independently a full rotation of $2\pi$.

In our experiments, the integrating counter was used to measure the average rate of neutrons exiting the interferometer of $r = 20/s$. This rate determines an average time interval $\tau = 1/r = 50$ ms between detection of successive neutrons. Since the distance of the NI from the reactor is 30 m, and the neutron velocity is 1,460 m/s it takes 20 ms for a neutron to travel from the reactor to the NI. Thus, just after one neutron has been detected, the next neutron to be detected has not yet been produced by the reactor. The interference fringes that are seen in our data are truly those of neutrons interfering with themselves.

Reactor fluctuations were monitored using the $^3$He detector. The interferograms were recorded on a neutron-sensitive digital camera that has an active area of 25 mm diameter and a spatial resolution of 100 $\mu$m. The neutron quantum efficiency of the camera is 18 % and individual images were taken in 28-hour runs.

Figure 2 depicts interferograms for four different configurations. Figure 2a shows the grayscale intensity profile obtained with an empty interferometer. Figure 2b shows the experimental and simulated interferograms for the case in which only the wedge is placed in the reference beam of the interferometer. The number of fringes in the simulated interferogram agree with the measured image. Figure 2c shows the interferogram when only the SPP is present in the object beam. The expected fork grating pattern is recognizable in this hologram.

Using a neutron interferometer, we have for the first time demonstrated digitally recorded neutron holography of a macroscopic object: a spiral phase plate. Numerical reconstruction of the recorded hologram reveals the variation of neutron phase over the surface of that plate. This work adds to the palette of techniques scientists have to explore the internal structure of solid materials. This method provides a new tool for interferometric testing of neutron optics and the characterization of coherence of neutron beams. It offers an extension of coherent phase control techniques to applications in neutron radiography and imaging, which are uniquely useful in the analysis of buried interfaces [7].
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The angular correlation between the beta electron and antineutrino in nuclear beta decay is characterized by the dimensionless parameter "a". In the neutron, it has the largest uncertainty (about 5%) among the group of neutron decay correlations that have been seriously experimentally determined.

In the Standard Model of Particle Physics, the axial vector ($G_A$) and vector ($G_V$) coupling constants of the weak interaction can be obtained from the angular correlations in free neutron beta decay and the neutron lifetime. A substantial reduction in the uncertainty of the "a" coefficient will give an improved value of the ratio of $G_A$ and $G_V$ and improved limits on non-Standard Model scalar and tensor weak currents. In this report, we present the most precise measurement of the neutron "a" coefficient reported to date.

A novel technique first proposed by Yerozolimsky and Mostovoy was implemented in the aCORN experiment to measure the "a" coefficient where an asymmetry in proton-electron time-of-flight was constructed that directly yields "a" without needing precise proton spectroscopy. The neutron decay region was on the axis of a uniform magnetic field generated by a solenoid [1]. The beta electrons and recoil protons were detected at the two ends of the solenoid. The third decay particle, the antineutrino, was not detected directly. Constraints coming from conservation of energy and momentum allowed two groups of antineutrino momenta to be isolated. One group traveled in the same hemisphere as the electron while the other group traveled in the opposite hemisphere. These two groups were distinguished by proton time-of-flight in the beta energy range: a fast group and a slow group. The asymmetry in proton counts between the fast and slow groups was proportional to the "a" coefficient.

A novel backscatter suppressed beta spectrometer was designed and built for beta energy detection [2]. The energy of the electrons was detected by a plastic scintillator slab. An array of eight plastic scintillators was assembled in a cone shaped arrangement to veto the backscattered electrons. A 600 mm$^2$ silicon surface barrier detector with a set of focusing electrodes was used to detect protons. The proton detector was positioned slightly off-axis to eliminate electron backscattering from its surface to the beta spectrometer. A set of 24 water-cooled pancake coils powered in series was used to generate a 36.2 mT axial magnetic field. Each pancake coil had a circular axial trim coil. There were 25 pairs of rectangular trim coils in each direction to eliminate transverse fields which can lead to a false asymmetry on proton counting. Electron and proton collimators were mounted on the same axis as the magnetic field to limit the transverse momenta of decay particles. An electrostatic mirror was installed around the decay region with 3 kV potential to reflect and pre-accelerate all protons toward the proton detector. A more detailed description of the apparatus is presented in reference [3]. Figure 1 shows the schematic diagram of the aCORN apparatus.
The aCORN experiment was installed and operated at the NIST Center for Neutron Research (NCNR). The experiment was run in two phases. In the first phase, the apparatus was on the NG-6 beamline and data acquisition was done with a goal of 4% relative uncertainty. The experiment was moved to the NG-C beamline for the second phase with a goal of 1% relative uncertainty. Analysis of the dataset collected in the first phase, totaling 1900 beam hours, has been completed. Figure 2 shows a background subtracted “wishbone” histogram plot of proton time-of-flight vs beta energy plot from a dataset of about 400 beam hours. The lower branch (fast group) in the plot contains protons associated with the antineutrinos traveling in the same hemisphere as the electrons and the upper branch (slow group) contains protons associated with antineutron and electron momenta in opposite hemispheres. Beta energy slices were taken from the plot and wishbone asymmetry was calculated from number of protons in these two groups for each slice. Inset: Monte Carlo simulation.

In conclusion, we have reported the most precise measurement of the electron-antineutrino angular correlation in free neutron beta decay from the first phase of the aCORN experiment. The statistical uncertainty was the largest uncertainty. More data were taken on a higher flux NG-C beamline with several instrumentation upgrades in the second phase of the experiment. The wishbone rate was 4.6 times higher at NG-C than on NG-6. A faster DAQ was designed to handle the higher rate. The most notable upgrade was the redesigned improved electrostatic mirror. The magnetic field was also significantly reconfigured to obtain more uniform magnetic field near the proton detector. We believe, after analyzing the data from the second phase, we will be able to achieve a final uncertainty of about 1% in the “a” coefficient.
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Conformational studies of virus/polymer conjugates and their applications in medicine

P. W. Lee,1 S. A. Isarov,1 J. D. Wallat,1 S. K. Molugu,1 S. Shukla,1 J. E. P. Sun,1 J. Zhang,1 Y. Zheng,1 M. L. Dougherty,2 D. Konkolewicz,2 P. L. Stewart,1 N. F. Steinmetz,1 M. J. A. Hore,1 and J. K. Pokorski1

Nanotechnology has revolutionized the way that research and development are being conducted in the pharmaceutical field. Nanomedicine, the use of nanoparticles to deliver drugs or imaging agents, has the promise to greatly change patient outcomes. Nanoparticle loaded therapies can better target sites of disease like cancer or cardiovascular disease, and eliminate the toxic side-effects of traditional small-molecule chemotherapies. One of the critical limiting factors of nanomedicine, however, is the body’s innate ability to recognize foreign particles and rapidly clear these nanotherapies through immune-mediated mechanisms. Regardless of the material that the nanoparticle is derived from, whether it be inorganic, organic, or bio-derived, particles in the nanoscale size regime quickly elicit trafficking to the liver, lungs, or kidneys where they are eliminated from the body.

Over the past several decades, researchers have found ways to mitigate this immune clearance to enhance circulation lifetime and hence better target the delivery agent to sites of disease. The “gold standard” for about 40 years has been the covalent attachment of poly(ethylene glycol) (PEG), also termed PEGylation, to a particle surface. This hydrophilic polymer creates a highly hydrated layer that blocks biological macromolecules from recognizing the surface of the particles to which PEG is attached. Due to the ubiquitous use of PEG in pharmaceuticals and consumer products, though, a growing subset of the population has developed anti-PEG antibodies rendering PEGylation ineffective. Since the inception of PEGylation, polymer chemistry has advanced to allow for synthesis of tightly controlled polymers with diverse function that evade anti-PEG antibodies. For instance, acidic stability, immunological shielding, and catalytic function have all been incorporated into water soluble polymers. Even more importantly, these types of polymers show improved immune evasion and stabilization of foreign particles in vivo. Early studies have shown that the polymer conformation is critical in dictating biological activity. For instance, when individual polymer chains interact with each other and with their PEGylated substrate, they block large molecules like antibodies from recognizing the cargo.

We have recently developed new chemistry to attach polynorbornene (PNB) polymers to proteins and have demonstrated biocompatibility. In this study, we elucidated the conformation of several different biologically relevant polymers when attached to a virus-like particle derived from bacteriophage QB using small-angle neutron scattering (SANS) [1]. QB is a homogeneous biologically-derived nanoparticle that has been extensively used for drug delivery, molecular imaging, and immunotherapy. The precise placement of functional groups, ability to modify the particle genetically, and particle homogeneity make this an incredibly powerful platform for nanomedicine and provided impetus to understand the conformation of these polymers when arrayed multivalently about the surface.

SANS measurements were performed on native QB, as well as QB conjugated with PEG, poly(oligo(ethylene glycol) methyl ether acrylate) (POEGMEA), and PNB to determine the conformation of the grafted polymers. SANS intensities for native QB are shown in Figure 1a at 20 °C (black) and 37 °C (blue), demonstrating that the structure of the bare nanoparticle does not vary with temperature. The red dashed circle shows an upturn at low values of the scattering vector q, implying the presence of a small amount of aggregation in the sample. Fits to the scattering intensity using a spherical core-shell form factor determined the nanoparticle is a hollow shell approximately 1.4 nm thick, and with an overall diameter of approximately 25.8 nm, in good agreement with previous studies. Three dimensional reconstructions of the capsid from cryogenic electron microscopy (cryo-EM) tomography, shown in Figure 1b, confirm the structure that was determined from SANS.

Upon attaching polymers to the surface of QB particles, the scattering intensities (Figure 2) exhibited several distinct
changes. After attaching PEG to the particle surface, the small upturn observed for native Qβ disappeared, indicating that PEG enhances the dispersion of Qβ in solution (Figure 2a). The scattering intensity was fit using a core-shell-chain form factor [2], and revealed that the nanoparticle was grafted with approximately 80 chains which had an average radius of gyration of $R_g \approx 3.7$ nm. No temperature dependence was observed. The SANS data also indicated that the conformation of the PEG chains was slightly swollen (i.e., $R_g \sim \sqrt{N}$), implying favorable interactions between the polymers and the solvent. For Qβ particles that were conjugated with POEGMEA (Figure 2b), a large upturn in the scattering intensity (dotted circle) appears at low $q$, indicating substantial aggregation of the nanoparticles, and confirmed by dynamic light scattering (DLS). Interestingly, fits of the SANS intensities using the core-shell-chain model indicated the presence of approximately 26 compact objects on the surface (i.e., a raspberry-like structure), which were later determined to be polymer globules with a radius of approximately 2 nm. The measured shell thickness of the particle increased from 1.4 nm to 3.6 nm, demonstrating that the polymer is forming a surface layer as well. SANS measurements of Qβ-PNB displayed the largest differences in the scattering pattern (Figure 3a). At 25 °C, the particles are well-dispersed in the solution, and the scattering can be fit to a “hollow raspberry” model [1], consisting of a number of spheres grafted to the surface of a larger, hollow sphere. The fits determined that approximately 127 PNB chains were attached to the Qβ particles, each forming a small sphere with an average radius of 1.7 nm. Similar to the Qβ-POEGMEA particles, the grafted chains also formed a surface layer 4.2 nm in thickness – significantly increasing the total thickness of the particle. At 37 °C, the scattering profile became dominated by a large tail at low values of $q$, implying that some aggregation of the particles occurred. A reconstruction of the particle structure from cryo-EM imaging is shown in Figure 3b, and is in excellent agreement with the SANS measurements.

After confirming the conformational attributes of the various polymer conjugated particles, we sought to assess biological function. A key component of polymer coating is the ability for particles to evade immune-mediated clearance. More specifically, coated particles should not be recognized by carrier-specific antibodies. In our study, we utilized serum highly enriched in anti-Qβ Immunoglobulin-G (IgG) and evaluated the ability of this serum to bind to the polymer coated particles, when compared to unmodified Qβ. Not surprisingly, the Qβ-PEG conjugate diminished antibody recognition by $\approx 50\%$, as would be expected given PEG’s ubiquitous use. Qβ-POEGMA, by contrast, only showed a moderate decrease in antibody recognition. The best performing polymer coating was Qβ-PNB, further diminishing antibody binding by $\approx 15\%$ when compared to Qβ-PEG. These results imply a very different mechanism of immune shielding, given the vastly different conformations of the polymers attached. Since POEGMA and PNB have similar conformations, it can be inferred that grafting density is an equally important feature, since PNB had a significantly higher particle coverage. These studies further underscore the complex nature of the biological response and point toward a combination of conjugation chemistry along with polymer conformation as being important factors to consider when selecting polymers for immune shielding.

The results of this study were the first to directly measure and image polymer coated viral nanoparticles. Given the rapidly expanding use of viruses in nanomedicine, this fundamental study opens the door for researchers to dial in specific polymer properties when aiming to install immune shielding function. As the field continues to grow, we expect that these results will have great implications in the development of the next generation of stealth coatings in nanomedicine.
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Tuning the morphology of complex oil-in-water-in-oil nanoemulsions using frustrated spontaneous curvature in surfactant mixtures

M. Zhang, P. Malo de Molina, A.V. Bayles, and M. E. Helgeson

The development of complex emulsions (i.e., multi-phase liquid droplets) for the encapsulation and release of various molecules would allow their use as solution phase reactors to synthesize colloidal particles with complex morphologies for uses such as pharmaceuticals and foods [1, 2]. However, many applications (e.g., nanoparticle drug delivery or catalysis) require the use of nanoscale structures, creating a need for complex nanoemulsions with sizes < 200 nm. Although numerous methods exist to produce micron-scale complex emulsions, there have been few if any reports of similar complex nanoemulsions due to the large energies required for their formation, as well as a lack of strategies for controllably obtaining complex morphologies. This challenge is further exacerbated by the difficulty in characterizing the detailed structure and interactions of nanoemulsions [3].

To overcome these challenges, we have employed properties of surfactant self-assembly to produce and stabilize complex nanoemulsions, and have used a combination of small-angle neutron scattering (SANS) and cryo-transmission electron microscopy (cryo-TEM) to determine their internal structure. Specifically, the use of co-surfactants with opposite spontaneous curvature can produce ultra-low interfacial tension [4], and at the same time influence the preferred interfacial curvature of the oil-water interface.

We tested this hypothesis by using ultrasonication to emulsify a model system of water at various volume fractions ($\phi_w = 0$ to 0.10) into cyclohexane containing 30 mM Tween 20 and 50 mM Span 80. SANS was crucial to investigate whether complex nanoemulsions were formed because it not only enables accurate quantification of the internal droplet morphology, but contrast variation by deuteration of the liquid phases allows for selective localization of chemical species to various phases within the internal microstructure. Cryo-transmission electron microscopy (cryo-TEM) was subsequently used to qualitatively confirm the morphologies identified by SANS.

SANS reveals a rich evolution of distinct morphologies that are selected by the water volume fraction, $\phi_w$ (Figure 1a). The data for surfactants in cyclohexane ($\phi_w = 0$) are described well by ellipsoid structures, indicating the formation of mixed ellipsoidal micelles. At $\phi_w = 0.01$, we observe core-shell structures corresponding to a filled water core and surfactant shell that indicate the formation of microemulsions. As we increase the water content to $\phi_w = 0.02$, we begin to see a $q^{-2}$ decay in scattering intensity at low $q$-values as well as a shoulder at $q = 0.9$ nm$^{-1}$, which is indicative of the formation of reverse swollen vesicles, with the shoulder corresponding to distances between surfactant layers. For $\phi_w = 0.04$, the characteristic shoulder at $q = 0.9$ nm$^{-1}$ is still retained.

To confirm that the high-$q$ shoulder at $q = 0.9$ nm$^{-1}$ results from correlations between adjacent surfactant layers, contrast variation measurements were performed at two different contrasts for three water volume fractions ($\phi_w = 0.01, 0.04, 0.075$) (Figure 2a).
As shown in Figure 2b, h-surfactant/D$_2$O/d$_{12}$-cyclohexane is used to isolate scattering from the surfactants, while h-surfactant/8:2 H$_2$O:D$_2$O/h$_{12}$-cyclohexane is used to remove contrast from the surfactants, thereby leaving scattering only from the oil-water interface. For $\phi_w = 0.01$, differences between the surfactant contrast and interface contrast conditions are indistinguishable for all $q$-values, confirming the formation of microemulsion droplets. However, for $\phi_w = 0.04$ and 0.075 (Figure 2a), we observe that the shoulder in the scattering at $q = 0.9$ nm$^{-1}$ is apparent only for the surfactant contrast case, and is strongly suppressed for the interface contrast case. This confirms that this shoulder is due to the correlated distance between two adjacent surfactant layers.

To further discern the presence of water between the surfactant layers, we fit the SANS curve for $\phi_w = 0.02$ to a core and 3-shell model. The SANS data can be fully fit using scattering length densities corresponding to a cyclohexane core surrounded by 2 surfactant shells with a thin water shell between (Figure 1a). This indicates the formation of swollen vesicle-type oil-in-water-in-oil (O/W/O) double nanoemulsions with a water film thickness of $\approx 6.5$ nm. Cryo-TEM corroborates the proposed structure, as we observe uniform nanodroplets with a lighter cyclohexane core and a darker shell composed of water and surfactants (Figure 1b). For $\phi_w = 0.04$, in addition to the high-$q$ shoulder at 0.9 nm$^{-1}$ indicative of correlations between surfactant bilayers, we observe an additional peak at $q \approx 0.3$ nm$^{-1}$, which we believe arises from correlations of structures inside the nanodroplets (Figure 1a). Cryo-TEM for $\phi_w = 0.05$ indeed shows multi-core structures, with swollen vesicles having several nanodroplets encapsulated inside. The scattering peak therefore corresponds to the average center-to-center distance between the multiple cores, which we find decreases with increasing $\phi_w$ [5], indicating an increase in the number and therefore crowding of the cores as the water content is increased.

Eventually, as the water content is increased further toward $\phi_w = 0.10$, both of the mid-$q$ to high-$q$ shoulders begin to subside, and the scattering curve begins to resemble that where $\phi_w = 0.01$. Again, we observe that the curve fits well to a core-shell model, which indicates the formation of W/O nanoemulsions with a water core and surfactant shell. Cryo-TEM confirms the formation of uniform nanodroplets consisting of a lighter water core and a darker surfactant shell.

In summary, using a combination of surfactants with opposite preferred curvature and high-energy emulsification tunes the interfacial curvature to facilitate the production of a series of complex nanoemulsions using high-energy emulsification [5]. A combination of SANS and cryo-TEM were utilized to determine and quantify several complex morphologies including micelles, microemulsions, oil-in-water-in-oil vesicle-type nanoemulsions, multi-core vesicle nanoemulsions, and uniform nanodroplets. Interestingly, the SANS data can be fit to a single morphology for each composition, demonstrating that the morphology can be selected by the choice of water content alone, despite the highly non-equilibrium nature of the nanodroplets. Contrast variation helped to confirm the precise location of the different components including the surfactant and water within the complex nanoemulsions. Ongoing efforts are aimed at using these complex structures as templates for producing complex multi-phase nanoparticles.
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Addition of nanoparticles to soft polymeric matrices has long been known to cause unexpected changes in physical properties of the resulting ‘polymer-nanoparticle composites’ (PNCs) [1]. Despite its relevance to advanced materials applications of PNCs in many areas such as aerospace, biomaterials and flexible electronics, the complex role of nanoparticles on large scale dynamics of polymers remains poorly understood. An intriguing example is the viscosity reduction often reported in composites with nanoparticles smaller than the size of a single polymer chain (typically 5 nm to 10 nm). Such behavior is surprising and has drawn much attention since the classical models, such as Einstein-Batchelor, which predicts always increasing viscosity due to particle addition. While computer simulations predict very rich dynamical effects of nanoparticle size [2], how the microscopic polymer dynamics are affected by the nanoparticles that are as small as the entanglement spacing has not been clarified experimentally mainly due to the lack of spatial and temporal resolution in conventional experimental techniques. Neutron scattering affords such a possibility.

Contrary to rigid nanoparticles, polymers possess structural hierarchy and distinct relaxation processes which in turn control the bulk properties at the monomer and chain level. At short time scales, the monomers exhibit unrestricted motion due to thermal fluctuations (called Rouse motion). At large scales, the motions are restricted by entanglements due to interpenetration of the chains. Such constrained curvilinear motion of chains was called ‘reptation’ by Pierre-Gilles de Gennes [3] in analogy to the motion of slithering snakes. The tube model proposed by Edward and Doi [4] assumes that the chains are trapped within a virtual tube formed by entanglements that allows only back and forth motions along the tube contour. It is this motion which gives polymers rubber-like elasticity. From the macroscopic point of view, the flow of the long-entangled linear chains in molten state is then simply determined by (i) the microscopic time-scale at which the monomers relax, i.e., elementary Rouse rate, $W$, and (ii) the length-scale of the confining tube, i.e., reptation tube diameter, $d$. In this work [5], we directly measured these microscopic properties of polymers in the presence of nanoparticles of different sizes to shed light into the current discussion on the role of particle size.

We prepared nanocomposites made of short (unentangling) poly(ethylene glycol) (PEG) attached to gold (Au) nanoparticles dispersed in long (entangling) poly(ethylene oxide) (PEO) matrix. PEG and PEO are chemically identical, therefore, there is no energetic interactions between the particles and the matrix polymer (i.e., athermal system). We used large (20 nm) and small (3.5 nm) nanoparticles at a fraction of 20 % by volume to create cases where the particles are smaller and larger than the reptation tube diameter of the matrix PEO (≈ 5 nm) (see schematic in Figure 1).

The single PEO chains are made visible to neutrons by contrast matching the Au nanoparticles to the PEO matrix. This was achieved by using a mixture of hydrogenated PEO (24 %) and deuterated PEO (76 %) of the same length. Figure 2 shows the small-angle neutron scattering (SANS) intensity profiles as a function of wavevector, $Q$. All profiles from particle-free PEO and the nanocomposites converge to give scaling $I(Q) \sim Q^{-2}$ at intermediate length scales; typical of a long polymer chain exhibiting random walk in space and described by Debye function (fitting result shown as line in Figure 2). The rheological properties of the composites (Figure 2 inset) are very different. As expected, the large nanoparticles caused the composite viscosity to increase orders of magnitude. The small nanoparticles, however, decreased the viscosity ≈ 50 % relative to the particle-free matrix, allowing the nanocomposite flow easier.
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We measured collective PEO dynamics using neutron spin-echo (NSE) technique up to 100 ns. The single chain dynamic structure factor, $S(Q,t)$, is obtained in the spatio-temporal range relevant to a local reptation motion (shaded region in Figure 2). The initial decays in Figure 3a are identical; so, there is no significant effect of particle size on the timescale of the monomeric relaxation. The curves in Figure 3a are the trends predicted from the Rouse model [6]. Above 10 ns, the motions are restricted by the entanglements. This collective chain dynamics within the confining tube have been formulated by de Gennes’ [3] and Doi and Edwards [4] as:

$$S_{\text{local}}(Q,t) = \exp\left(-\frac{Q^2d^2}{36}\right) \times \left[1 - \exp\left(-\frac{Q^2d^2}{36}\right) \frac{Q^2d^2}{6} \right] S_{\text{long}}(Q,t)$$

where $S_{\text{local}}(Q,t) = \exp\left(-\frac{Q^2d^2}{36}\right)$ is the local reptation within the tube with characteristic time-scale $\tau_0$; $S_{\text{long}}(Q,t)$ is the long-time creeping of the chain out of its original tube and $S_{\text{long}}(Q,t) = 1$ for the motions probed by NSE in this work as $t_{\text{exp}} < \tau_0 (=1\mu s)$. The long-time plateau level is determined by $\exp\left(-\frac{Q^2d^2}{36}\right)$. Since the monomeric relaxation did not change, the only free parameter, the reptation tube diameter, $d$, was obtained from global-fitting to relaxation at all $Q$-values. Note that the reptation model does not account for the initial unrestricted Rouse motion at short times, fitting was applied for $t > 50$ ns (Figure 3b and 3c). The reptation tube size in nanocomposites with large NPs ($d_{\text{PEO-20nmAu}} = 5.17$ nm $\pm 0.19$ nm) (Figure 3b) is identical- within the experimental uncertainties- to that for the particle free matrix ($d_{\text{PEO}} = 5.03$ nm $\pm 0.10$ nm). This contrasts with the increase of the nanocomposite tube diameter with small NPs ($d_{\text{PEO-3nmAu}} = 6.11$ nm $\pm 0.13$ nm), revealed by the lowered long-time plateau level in the nanocomposite with respect to the neat PEO (Figure 3c).

These results allow us to reach several important conclusions: (i) using dynamic neutron scattering on isotopically labeled polymers, we showed the first direct experimental evidence of tube dilation in polymer nanocomposites in the small particle limit. (ii) The increase of the reptation tube size by small nanoparticles caused a decrease in entanglement density in the composites without significantly changing the local motion of the monomers. No such effect is seen for nanocomposites with large nanoparticles. (iii) The decreasing entanglements with particles smaller than the entanglement strands enhances the flow of polymer chains in the nanocomposites and can be the reason for the observed viscosity reductions in non-attractive polymer nanocomposites.
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Measuring the interaction of solvated polymers and surfaces

R. J. Sheridan,1 S. V. Orski,1 R. L. Jones,1 S. K. Satija,2 and K. L. Beers1

The architecture of advanced custom multiblock polymers lends crucial functionality to new materials for energy storage, drug delivery, and lithography. This functionality is imparted by the combination of the choice of monomer segments and structure and organization of those segments into blocks and branches. Often the quality or efficiency of the desired functionality is dependent on the purity and dispersity of the substituent blocks and branches. Therefore, improvements in the measurement and purification of these polymers leads directly to improvements to functionality in important fields of modern materials science. Among the techniques used to separate and characterize these polymers is Liquid Chromatography at Critical Conditions (LC-CC or just CC). By adjusting one “surface interaction” parameter, one can calculate chromatographic peak elution volumes that coincide with those observed by experiment. We attempt to measure this interaction energy as directly as possible.

In our recent experiment,[1] we produced an end-tethered polystyrene film (PSN) with a sufficiently low grafting density to reveal the surface interactions when probed with a combination of neutron scattering and neutron reflectivity. This grafting strategy solves the challenges posed by the direct measurement of free chains, without totally masking the conformational changes due to surface interaction. (See Figure 1.) Analysis of neutron reflectivity data showed that in the case of moderate solvent quality and attractive surface interaction (cyclohexane-d12), the surface interaction parameter can be measured with significant precision.

Neutron reflectivity profiles are usually interpreted through the lens of simple slab models, often with roughness approximations for each interface. Instead, we fit our reflectivity curves using the thermodynamic parameters of the Scheutjens-Fleer numerical self-consistent field theory (SF-nSCFT).[2] The necessary limited grafting density was achieved using a high-temperature “grafting-to” approach, where primary-amine terminated polystyrene was spin-coated over a silicon wafer bearing a sub-monolayer of epoxide-functionalized silanes and then heated to ensure covalent grafting.

In order to build a complete layer model of a swollen end-tethered polymer film, it is necessary to first specify the material parameters of the silicon substrate. The parameters feed forward into our analysis of the swollen PSN films, as well as giving a measurement of the dry thickness of the PSN film at 34.06 Å ± 0.74 Å.

Following the measurement of substrate parameters, the silicon wafer bearing the PSN end-tethered film was enclosed in a temperature-controlled, sealed environmental cell which was then filled with fresh cyclohexane-d12. This cell places the back face of the wafer in contact with a computer-controlled recirculating bath, allowing us to automatically collect backside reflectivity profiles of the swollen PSN film at a range of temperatures, from 10.7 °C to 52.0 °C. Representative data and corresponding model fits are presented in Figure 2 and Figure 3.

In Figure 2, subtle but clear differences in the behavior of the films are apparent. We interpret these reflectivity shifts through the SF-nSCFT and reflectivity models as the collapsing and swelling of the PSN chains as the solvent quality of cyclohexane-d12 changes with temperature. At low temperature, the polymer segments are largely collapsed near the surface with relatively few tails reaching a short distance away from the substrate. As the temperature increases polymer segments swell away from the surface and the tails are able to reach farther into the solution.

Figure 4 demonstrates that by following the protocol laid out in our work, one can obtain a measurement of the surface interaction parameter $\chi_s$ for a given polymer-solvent-surface
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system. The interaction parameters $\chi$ and $\chi_s$ are plotted in Figure 4 as a function of temperature. $\chi$ decreases with increasing temperature, meaning solvent quality or strength increases, passing through the theta point $\chi = 0.5$ at 37 °C to 40 °C. $\chi_s$ decreases with increasing temperature, meaning the strength of interaction of the polymer with the wall decreases, although the magnitude of the $\chi_s$ parameter is greater than 0.18 (a theoretical adsorption transition point in the SF-nSCFT) across the entire measured temperature range. This means that we observe strongly attractive behavior even at our highest experimental temperature. These observations of $\chi$ and $\chi_s$ are in strong agreement with empirical expectations [3, 4].

In our recent publication, [1] a method was presented to measure the thermodynamic surface interaction parameter $\chi_s$, as well as the Flory-Huggins solvent interaction parameter $\chi$, in one experiment using a carefully prepared end-tethered polymer film. Neutron reflectivity data of the film swollen in solvent was collected and a layer model was directly fit with parameters of a self-consistent field theory, allowing for the generation of parameter estimates and uncertainty derived directly from the instrument measurement uncertainties. The temperature dependence of $\chi$ and $\chi_s$ in cyclohexane-d$_{12}$ was observed and demonstrated agreement with previously reported work.
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Understanding the recovery of tough, nanostructured hydrogels after deformation

C. G. Wiener,1 C. Wang,1 Y. Liu,2 R. A. Weiss,1 and B. D. Vogt1

Hydrogels are soft materials with solid-like mechanical properties that contain a significant fraction of water, in some cases exceeding water mass fractions of 0.99. The ability to maintain solid shape despite the significant water content is driven by two factors: the formation of a three-dimensional network that encompasses the hydrogel and the large water affinity of the network. In many cases, hydrogels consist of a crosslinked hydrophilic polymer, where without the crosslinks the polymer would dissolve in water. The formation of a network from the crosslinking leads to a polymer that consists effectively of a single molecule that spans the macroscopic dimensions of a hydrogel. The hydrophilicity of the polymer and the crosslink density control the water content of a hydrogel through the modulation of the osmotic pressure and the stretching of the polymer segments between crosslinks. The equilibrium water content is thus determined by the interplay between these enthalpic and entropic driving forces. As the water content increases, the hydrogel tends to become softer. The combination of the ability to hold significant water content and solid-like properties provides opportunities for a wide variety of applications encountered in many consumer products including cosmetics, agriculture, pharmaceuticals, sealants, food additives, tissue engineering, and wound dressings. For example, the efficacy of diapers to prevent leaks is driven by the crosslinked superabsorbent polymer that can absorb water with nearly 300 times its weight, which is effectively a hydrogel. Moisture control potting soil also contains a simple hydrogel. Similarly, hydrogels are added to shampoo to help lock in moisture and nutrients.

The large water content and soft nature of hydrogels can appear to be a good mimic of natural tissue as the human body is composed of nearly 70 % water by weight. However, most synthetic hydrogels exhibit an Achilles’ heel when it comes to their mechanical properties as they are brittle. Anyone who has torn their contact lenses, which are hydrogels, can attest to the mechanical properties as they are brittle. The toughness of hydrogels can be significantly enhanced by the introduction of an energy dissipation mechanism that releases energy before the rupture of covalent bonds in the network [1, 2]. By using non-covalent interactions such as hydrogen bonding or hydrophobic associations as crosslinks, energy can be dissipated by the dissociation of these crosslinks, but then the crosslinks can reform to re-generate the network without the loss of mechanical properties [2]. This toughening mechanism relies on the reformation of the associations to maintain the properties of the hydrogel. As such, the kinetics of how these associations reform after stretching is important to the design of tough hydrogels.

This report considers the stress relaxation of a model hydrophobically modified hydrogel [2, 3] that is formed by swelling a random copolymer of 2-(N-ethylperfluorooctane sulfonamide)ethyl acrylate (FOSA) and N,N-dimethylacrylamide (DMA) to equilibrium in deionized water. The DMA is water soluble, but the copolymer is unable to dissolve due to the formation of aggregated domains of the hydrophobic FOSA. These hydrophobic aggregates act as physical crosslinks for the hydrogel that contains 70 % water by weight. These hydrogels are transparent as shown in Figure 1a and can be elongated over 400 % before the failure. Due to the perfluororation of the hydrophobic component, the neutron scattering length density of the FOSA aggregates is much higher than that of the DMA. This allows the nanostructure to be interrogated readily with small-angle neutron scattering using contrast variation to selectively probe the structure of either DMA or FOSA. Using a mixture of D2O / H2O with a volume fraction of 27 % D2O, matches the scattering length density (SLD) of the DMA phase. The resultant scattering is predominately due to the structure factor of the FOSA aggregates associated with their distribution (average spacing). Despite the random nature of the copolymer, the distribution of the FOSA aggregates is regular, which results in a correlation peak in the 2D scattering pattern (Figure 1b). When the hydrogel is elongated by 150 %, the scattering becomes
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Intriguingly, the best fits for the associated relaxation time appear to correlate quite well in $\tau_n$ from the stress relaxation except for one longer relaxation time in the FOSA aggregates (950 min). The lack of this longer timescale in the stress relaxation may be due to lack of data beyond 120 min.

The anisotropy of the scattering patterns that develops from stretching the hydrogels is used to examine how the nanostructure recovers after a step strain to 150 %. This anisotropy is better illustrated by the 1D patterns of the average intensity of the peak $Q = (0.092 \pm 0.024)$ Å$^{-1}$ for the structure factor (interdomain spacing) and at $Q = (0.14 \pm 0.047)$ Å$^{-1}$ for the form factor (aggregate size) as shown in Figure 2a. The decay in this anisotropy provides a measure for the recovery of the nanostructure, which should be directly related to the stress relaxation. Figure 2b shows the stress relaxation associated with the 150 % step strain. In order to relate the nanostructure relaxations to the stress relaxation, a Generalized Maxwell Model (GMM) with 7 relaxation times was found to describe the data well (solid black line), which results in relaxation times of $\tau_n = 0.0125$ min, 0.0730 min, 0.432 min, 1.55 min, 7.94 min, 37.0 min and 323 min. Similarly, the relaxation in the anisotropy amplitude associated with the FOSA aggregate and the DMA network chains can be fit with an analog of the GMM, but using 3 relaxation times as shown in Figure 2b by the solid lines.

These combined measurements provide valuable insight into the mechanisms associated with the energy dissipation in tough hydrogels. Neutron scattering enables the interrogation of separate components of these hydrogels to understand the energy dissipation (chain pull-out) and the recovery process. The relaxation processes on the nanoscale of the DMA network chains and the FOSA aggregates can be directly related to macroscopic stress relaxation of the hydrogel. For combating fatigue in these tough hydrogels, understanding the time scales of the recovering of the different components may provide important information to improve the fatigue resistance in tough hydrogels. The structural insight into dynamic processes in tough hydrogels may also provide new concepts for the design of these important materials.
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Fingerprinting molecular deformation of polymers

Y. Wang,1 Z. Wang,2 C. N. Lam,1 W.-R. Chen,2 and Y. Liu3,4

Small-angle neutron scattering (SANS) is an excellent tool for investigating the conformational changes of polymers under flow and deformation, because of its ability to retrieve information about chain statistics over a wide range of length scales. Recently, a novel approach for analyzing the two-dimensional SANS spectrum of deformed polymers has emerged from our investigation, imparting new power to this microscopic experimental technique [1]. The traditional method of SANS data analysis focuses on the radius of gyration tensor, which offers only a coarse-grained picture of molecular deformation on large length scales. Additionally, the traditional approach is evidently inadequate in dealing with complex scattering patterns such as “butterfly” and “lozenge” shapes. By combining and modestly extending several key conceptual ingredients in the literature, our recent work demonstrates how the fingerprint features of macromolecular deformation can be quantitatively determined by the spherical harmonic expansion technique.

In the context of deformed, isotopically labelled polymer melts, the measured scattering signal is approximately proportional to the single-chain structure factor of the polymer chain $S(Q)$: $S(Q) \approx I(Q)/I_{iso}(Q)$, where $I_{iso}(Q)$ is the scattering intensity from the isotropic sample. Formally, the dependence of $S(Q)$ on the magnitude $Q$ and orientation $\Omega$ can be expressed in terms of spherical harmonics:

$$S(Q) = \sum_{\ell=0}^{\infty} S_\ell^m(Q) Y_\ell^m(\Omega),$$

where $S_\ell^m(Q) = \sum_{\ell=0}^{\infty} S_\ell^m(Q) P_\ell^m(\cos \theta)$ is the expansion coefficient corresponding to the real spherical harmonic function $Y_\ell^m(\Omega)$. This approach allows us to decompose the measured 2D scattering spectrum into components with different symmetry. Because of the axial symmetry of the uniaxial extension problem, all the $m \neq 0$ terms and the odd $\ell$ terms are forbidden. It follows that

$$S(Q) = \sum_{\ell=0}^{\ell=0} S_\ell^0(Q) Y_\ell^0(\Omega),$$

where $Y_\ell^0(\theta) = \delta_{\ell0}$ and $S_\ell^0(Q) = \sum_{\ell=0}^{\ell=0} S_\ell^0(Q) P_\ell^0(\cos \theta)$. Physically, each coefficient $S_\ell^0(Q)$ represents the $Q$-dependent deformation anisotropy corresponding to the spherical harmonic (Legendre) function $Y_\ell^0(\theta)$.

Our proposal is to systematically employ the spherical harmonic expansion technique in the SANS studies of deformed polymers, extracting and quantitatively analyzing the wave-number dependent expansion coefficients. To further illustrate this idea, let us consider the single-chain structure factor a uniaxially stretched polymer, simulated by using the affine model (Fig. 1). Expanding the angular dependence of the structure factor at different $Q$’s in terms of spherical harmonics, we can translate the 2D spectrum into a 1D plot of $Q$-dependent coefficients $S_\ell^0(Q)$. Such an approach provides a new means to distill molecular deformation from anisotropic SANS spectrum. While spherical harmonic analysis has been extensively used in the computer simulations of non-Newtonian simple liquids, notably by Evans and coworkers [2], as well as SANS investigations of colloidal suspensions [3], its potential in understanding the
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FIGURE 1: Illustration of the spherical harmonic expansion approach with a simulated spectrum. (a) 2D SANS spectrum from the affine model for a linear polymer uniaxially stretched to $\lambda = 3$. (b) Angular dependence of the anisotropic single-chain structure factor at various $Q$’s. (c) Angular dependence of the projections of the spherical harmonic functions on the xz-plane. As discussed in the text, these are essentially Legendre functions. (d) The $Q$-dependent expansion coefficients $S_\ell^0(Q)$ are given by Legendre expansion of $S(Q, \theta)$.

Spectrum, whereas $S_3^0(Q)$ is the leading term of the anisotropic components.
macromolecular flow phenomenon has not yet been fully appreciated by the soft matter community.

In a recent work, we applied this spherical harmonic expansion approach to survey a long-standing problem in polymer physics regarding the molecular relaxation in entangled polymers after a large step deformation [1]. The classical tube theory of Doi and Edwards [4] predicts that immediately after the deformation, the polymer chain must retract within the “tube” – a trap imposed by the topological constraints of neighboring chains, until it recovers its equilibrium contour length. This so-called chain retraction hypothesis is the cornerstone of the tube theory for nonlinear rheology of entangled polymers. Although small-angle neutron scattering has long been considered the ideal tool for critically examining this key ingredient of the tube theory, the SANS investigations in the past several decades, which focus exclusively on the analysis of the radius of gyration ($R_g$) tensor, have not led to a clear conclusion.

The spherical harmonic expansion technique allows us to bypass the difficulty associated with the traditional $R_g$ analysis, and resolve the controversy in the literature regarding the chain retraction hypothesis in an unambiguous way. The upper panel of Fig. 2 shows the theoretical predictions by the GLaMM model [5], the state-of-the-art version of the tube model, for the expansion coefficient $S_{0}^{2}(Q)$ of a polymer with 34 entanglements per chain during stress relaxation. The chain retraction mechanism leads to two prominent spectral features: the peak shift of $S_{0}^{2}(Q)$ and the increase of anisotropy in the intermediate $Q$ range (anisotropy inversion). Our small-angle neutron scattering measurement on uniaxially stretched entangled polystyrene melts reveals, however, that these characteristic patterns are not experimentally observed. The peak shift is negligible up to 20 times of the Rouse relaxation time and the anisotropy decays monotonically with time at all $Q$’s. This finding directly challenges the prevailing tube model of polymer motion at large strains. The details of this research can be found in Ref. [1].

In conclusion, the spherical harmonic expansion technique provides a convenient platform to bring together rheo-SANS experiments and computational studies of deformed polymers. It has helped to successfully resolve the controversy surrounding one of the central hypotheses of the tube model. We believe this spectrum decomposition method will find many other useful applications in SANS studies of flow and deformation of macromolecules.
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Peering inside fuel cell electrodes

D. S. Hussey, J. M. LaManna, E. Baltic, D. L. Jacobson

Neutron imaging is the only non-destructive method capable of measuring the water content of hydrogen fuel cells (see Figure 1) during operation, in cell constructions that closely mimic those used for automotive applications. As a result, neutron imaging plays a key role in understanding water transport phenomena in the gas flow channels (with characteristic size of 1 mm) and in the gas diffusion layer (characteristic size 250 µm). However water transport in the very heart of the fuel cell, the membrane electrode assembly (MEA) has been challenging up to now. Since the characteristic size of the MEA is about 30 µm and the best spatial resolution of neutron imaging detectors is about 15 µm, neutron imaging could not provide any meaningful insight into the goings-on in automotive MEAs.

That has all changed with a new neutron imaging detector that has at least 2 µm spatial resolution and enables the study of the MEA with neutron imaging [1]. The spatial resolution limitation for neutron detectors stems from the range of the charged particles that are emitted as a result of the neutron capture event. For example, in lithium-based detectors, the alpha particle and triton have a combined range of about 50 µm. Microchannel plate detectors are limited in resolution due to the diameter of the channels of about 6 µm resulting in a best resolution of about twice this. The new detector uses a gadolinium oxysulfide (GdOx) scintillator. When Gd captures a neutron, there are several decay chains involving the emission of conversion electrons with energy less than about 150 keV which give off photons as they deposit energy in the scintillator. By magnifying and amplifying the image of the scintillation light, it is possible to see individual neutron capture events in a GdOx scintillator, see Figure 2. It turns out that the scintillation events are somewhat peaked, which allows one to improve the spatial resolution by calculating the center of mass (centroiding) of the scintillation event. The resolution can be improved by about the square root of the number of photons detected. The resolution for GdOx is between 10 µm to 20 µm, and the detector collects about 100 photons, so one would expect 1 µm to 2 µm spatial resolution. As Figure 2e shows, the demonstration detector has 2 µm resolution. This new imaging capability has been used for studying the water content in fuel cell MEAs with different catalyst layer compositions and to look at the water content at different operating conditions [2].
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Monte Carlo simulation algorithm for B-DNA

S. C. Howell,¹ X. Qiu,² and J. E. Curtis¹

Understanding the structure–function relationship of biomolecules containing DNA has motivated experiments aimed at determining molecular structure using methods such as small-angle neutron scattering (SANS). SANS experiments provide low-resolution structural information related to characteristic internal distances, as well as the overall size and shape of the scattering particles. When atomic models exist for a system, additional structural information can be extracted from SANS data by matching theoretical scattering profiles from model structures to the experimental scattering data. The SASSIE application [1], developed at the NCNR, includes functionality to rapidly generate ensembles of molecular structures containing regions of flexible amino acid or single-stranded nucleic acid. There are a variety of algorithms available to simulate DNA but they typically cannot sample a large number of viable structures. We have developed a Monte Carlo (MC) algorithm for simulating the native form of double-stranded DNA, also known as B-DNA, to generate an ensemble of plausible structures that can be filtered using experimental results to identify a sub-ensemble of conformations that reproduce the solution scattering of DNA macromolecules [2]. Our algorithm extends the functionality of SASSIE, adding B-DNA to the molecule types it can simulate.

The MC algorithm rapidly generates an ensemble of robust molecular structures through an iterative cycle in which an atomistic B-DNA model is represented using a coarse-grained (CG) bead-rod model, new configurations are generated by sampling bend and twist moves, then atomic detail is recovered by back mapping from the final CG configuration. Using this algorithm on commodity computing hardware, one can rapidly generate an ensemble of atomic level models, each model representing a physically realistic configuration that could be further studied using molecular dynamics.

Figure 1 illustrates the CG bead-rod model used, which represents DNA using \( N \) beads connected by \( N-1 \) inextensible rods of length \( l \), for a total contour length, \( L = (N-1)l \) [3]. This model parameterizes the bending energy using a discretized form of the wormlike chain model [3]:

\[
U_{\text{bend}} = k_B T \frac{L_p}{l} \sum_{k=1}^{N-2} (1 + \mathbf{u}_k \cdot \mathbf{u}_{k+1}) \text{,}
\]

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( L_p \) is the experimentally determined salt dependent persistence length of B-DNA and \( \mathbf{u}_k \) is the unit vector along the \( k^{th} \) rod. For the twist energy, we represented the bond between adjacent base pairs as a harmonic oscillator of the form:

\[
U_{\text{twist}} = \frac{k_B T}{2} \kappa \sum_{k=1}^{N-1} (\omega_k - \bar{\omega})^2 \text{,}
\]

where \( \kappa = 0.062 \times (1^\circ)^{-2} \) is the average twist force constant, \( \omega_k \) is the twist angle between base pairs \( k \) and \( k+1 \), and \( \bar{\omega} = +35.4^\circ \) is the average twist angle [4]. Note that CG moves strain the O3’–P bond between adjacent bases, and the final structures must undergo energy minimization to relax this strain.

This algorithm effectively generates structures spanning a wide range of configuration space in a rapid manner. This algorithm could be beneficially applied to nucleosomes, nucleosome arrays, and other similar systems. Such systems are particularly interesting in light of better understanding the connection between chromatin structure and its connection to gene regulation.
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Improved sample characterization with simultaneous neutron and X-ray tomography

J. M. LaManna, D. S. Hussey, E. Baltic, and D. L. Jacobson

Neutrons and X-rays provide two nondestructive tomography techniques to probe the three-dimensional structure of samples of interest. Due to the differences in the way neutrons and X-rays interact with atoms, a significant complementarity can be gained from the combination of the two modalities. This complementarity is most evident when investigating hydrogen rich systems such as water or hydrocarbon flow in porous materials found in fuel cells or geological systems, hydrogen rich phases that impact the strength of curing concrete, or lithium rich systems found in many batteries. Neutrons excel at identifying and separating the hydrogen or lithium rich phases from the underlying structure whereas X-rays perform best at separating the solid phase from the low atomic mass or fluid phases. Combining the two modalities gives a more complete information set on a sample than what either mode can give on its own. Historically, combining neutron and X-ray images meant that a sample would have to be sent to two separate facilities which could mean several weeks of time between the scans making time sensitive analysis impossible. A system has been developed at NIST to allow for simultaneous neutron and X-ray tomography by orienting a micro-focus X-ray generator perpendicular to the neutron beam. This orientation facilitates the study of slowly dynamic systems such as curing concrete and stochastic processes such as water accumulation in fuel cells.

The system utilizes a 90 keV micro-focus X-ray generator to provide tunable X-ray energy and brilliance for tomography. This energy provides reasonable X-ray penetration to match neutron penetration on smaller samples allowing for the use of sample environment such as flow cells and high-pressure cells. Two separate detectors are used to image the beams independently allowing spatial and temporal resolution to be tuned for each mode. Typically, the system is operated where the spatial resolution and acquisition time of the X-ray detector is matched to the configuration of the neutron detector. The volumes are aligned after the three-dimensional volume reconstruction to correct for the 90° offset due to instrument geometry.

Current applications have included the determination of structure of gas bearing shales [1], water distribution in an operating fuel cell, and identification of degradation modes in concrete, among others, with papers discussing system design and initial results due to arrive shortly. The Neutron and X-ray Tomography (NeXT) system allows researchers to capture neutron and X-ray tomography simultaneously [2]. By capturing both modalities together, samples changing with time or stochastic in nature can be studied.
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FIGURE 1: (A) Neutron volume rendering of an entire shale sample, (B) Segmented X-ray volume rendering of a shale core showing the distribution of minerals, (C) Segmented neutron volume rendering of a shale core showing the distribution of hydrogen rich organic material.
Neutron Source Operations

Reliability and Availability of the Reactor

The reactor operated for 228 days during FY 2017, achieving a reliability of 98%. There were three unplanned shutdowns which resulted in 5.6 days lost. Two of the shutdowns were due instrumentation failures in the PLC for the cold source. Some of the lost time was made up by extending the reactor cycles.

New Shim Arms and New Shim Arm Drive Mechanisms

The NBSR is controlled by four Safety Shim Rods (SSR). These are pipes that are made of thin cadmium sheet (“shim”) that are entirely encapsulated in aluminum, so that the cadmium is not exposed to the heavy water reactor moderator. Every four years the SSRs need to be replaced, because the cadmium isotope that is responsible for their capacity to capture neutrons is slowly consumed as the reactor operates. The main purpose of the reactor outage that began in September 2017 is to replace the SSRs with fresh ones. This year in addition to replacing the SSRs we will also replace the shim arm drive mechanisms. As with many other aging reactor components, we find it increasingly difficult to perform maintenance on these systems. The main factors in the risk analysis are obsolescence of spare parts and the time spent inside the shim arm cavities to perform maintenance and repairs. From a mechanical point of view, the present four shim arm drive mechanisms are sufficiently different from each other that each drive requires individual spare part inventories. In addition, the mechanical design is unnecessarily adjustable and complex. Taken all together these conditions present an area where reactor reliability could be improved.

Over the last (8 to 10) years we have designed, tested, and documented a replacement system. From a nuclear regulatory point of view, the SSR drive mechanisms are one of the most scrutinized systems in the entire NBSR. They are, after all, the “brakes” of the reactor. Therefore, the new design is not revolutionary and is almost identical to the existing design. Although based on the old system and very similar to it, the new system is fully engineered from the bottom up, which allows much better use of the spare parts inventory and will allow us to make more quickly make any necessary repairs.

Primary Water Pump System Upgrade

The primary cooling system of the NBSR is designed to circulate heavy water through the reactor fuel, where it also functions as a neutron moderator. Most components of the present primary cooling system date from the time of the original criticality of the NBSR. At present, the check valves associated with the primary pumps are pneumatically operated which require considerable maintenance. Thus, all pumps as well as the present pneumatically operated check valves will be replaced with modern components. The new nozzle check valves are passive valves operated by the process flow. The new check valves are specifically designed to significantly reduce water hammer due to switching from one pump lineup to another (at any given time only three pumps are running: there is one standby pump). This upgrade project started a year ago with a laser interferometry scan of the entire Process Room, which allowed the engineers to precisely map the current plumbing. The new nozzle check valves are passive valves operated by the process flow. The new check valves are specifically designed to significantly reduce water hammer due to switching from one pump lineup to another (at any given time only three pumps are running: there is one standby pump). This upgrade project started a year ago with a laser interferometry scan of the entire Process Room, which allowed the engineers to precisely map the current plumbing. The new pumps will be placed with respect to those spatially determined boundary conditions. The plumbing suspension system has also been redesigned so that it better allows for thermal contraction and expansion during the running of the reactor. This reduces the mechanical stress on the pump bearings and the pump seals. This new system is expected to be more robust than the existing system, leading to reduced maintenance and improved reliability.
Most of the major components of the cold source have already been secured. A pair of deuterium condensers were obtained and have since been integrated into two condenser assemblies (one spare) with completion of their vacuum and He containment jackets. The 16 m³ ballast tank was fabricated and installed outside the new guide hall. A contract has recently been awarded for detailed designs of the cryostat assembly components and the fabrication of prototype vessels for testing. Upon successful completion of tests on the prototypes, two complete cryostats will be fabricated.

Future Options for the NCNR Neutron Source

Reactor Operations and Engineering (ROE) has been studying options for the future of the facility at the request of NIST management as input to the Master Plan for the Gaithersburg campus. This comes as the NBSR is about to celebrate the 50th anniversary of the initial criticality of the NBSR. There were three general options studied:

1. Maintain the NBSR in its current configuration for 50 more years.
2. Upgrade the NBSR to replacing potentially unreliable systems and reconfigure the core to enhance the cold and thermal neutron fluxes.
3. Replace the NBSR with a new reactor.

Not studied was the suite of neutron scattering instruments or the neutron guide network, which will always be evolving to meet the needs of the research community. In the near term, NCNR is planning to replace the large liquid hydrogen cold source with a deuterium cold source, and converting the NBSR from high-enriched uranium fuel to low-enriched fuel (LEU) in 2027. Any upgrade or replacement reactor would have to be fueled with LEU. Currently the NBSR is licensed to operate until 2029, and ROE is planning to again renew the license for 20 more years.

Maintain the NBSR current configuration: For Option 1, ROE identified and evaluated the reliability of 17 major systems and estimated the cost of maintaining them. Modifications and upgrades are always ongoing as part of the NBSR Aging Management Program. (For example, the primary cooling system will be upgraded this fall with new pumps and valves.) Although Option 1 is the least expensive, it is expected that the ROE equipment budget will eventually double to about $4M. While none of the systems presented safety issues or were judged to be in poor health, the Thermal Shield (TS) cooling system is marginal just by its very nature, the reliance of 188 copper tubes buried in concrete to deliver water to it. The major risk associates with Option 1 is the possibility of unplanned shutdowns. There is also little room for expansion.
**Reactor Upgrade:** The fact that the NBSR reactor vessel was designed to be replaced, whereas the TS is literally cast in concrete, opens the possibility of installing a new thermal shield inside the original, and a smaller reactor vessel inside it. Monte Carlo simulations demonstrated that 90% of the energy currently deposited in the existing TS could be captured by an 8-inch-thick, steel inner TS. Neutronics calculations were performed for several possible fuel configurations in a smaller vessel bounded by two cases. Case 1 is similar to the existing core but with the fuel elements on a 6 in pitch rather than a 7 in pitch, cooled with D₂O and maintaining the thermal neutron flux trap at the mid plane. Case 2 has a very compact core, light water cooled, and surrounded by a D₂O reflector in a manner similar to several of the more recent research reactor designs. Aside from increased reliability, there is little to be gained from either case. The beam ports and cold sources need to be moved closer to the core just to maintain the existing flux, and interfere with one another in the compact core. To get a 50% gain, the reactor power must be increased 50%. Such an upgrade would probably take 3 to 4 years to complete and cost $550M - $700M, not including lost productivity.

**Replacement Reactor:** For the last three years, NCNR has been studying conceptual designs for a new reactor, fueled with LEU and optimized to produce cold neutrons. A horizontally split core with two compact clusters of fuel elements would be surrounded with a D₂O reflector, and would produce a large thermal neutron flux trap in which two cold sources could be located [1]. With such a configuration, two guide halls are envisioned, so NCNR could double the number of neutron guides and instruments. A new reactor would cost about $1B. Ideally it could be built adjacent to the existing guide hall while the NBSR continued to operate until the new reactor is finished. A second guide hall would also be built. Option 3 would make the NCNR a world leader in neutron research and serve the community for the remainder of the 21st Century.

**Reference**

Installations and Upgrades

vSANS on NG-3

The new vSANS instrument saw its first neutrons on August 11 and commissioning has begun in earnest with test data collected and reduced.

Many milestones for the design, procurement, fabrication, installation and testing for vSANS were achieved in 2017. After a contractor delay of more than one year, the three segments that make up the detector vessel arrived at the NCNR on March 13. Each segment is 7.9 m long with an inside diameter of 2.3 m. NCNR technicians covered the inside of each segment with sheets of flexible boron loaded rubber (bora-flex) neutron shielding. The vessels were then moved to the East Guide Hall to be assembled and aligned to within 0.8 mm. The detector carriages were installed and an issue that prevented the carriages from moving at their top-level specification speed was solved. The detectors were then installed on the front and middle carriages. After this flurry of installation and testing of mechanical and electrical components, the first neutron beam on detector with the vessel in air was on August 11, and under vacuum was on August 15. Tests of background, detector response, calibration, scattering from standard samples, and data reduction was carried out until the scheduled shutdown in September.

Additional features are still to be incorporated into vSANS. For example, the 2D high-resolution detector for the rear carriage is on site and has been tested and accepted. Installation of this detector is targeted for December 2017, but some additional components are still required for it to be operational. Starting with the first reactor cycle of 2018, commissioning of the instrument will continue using the instrument in SANS mode. By March 2018 we anticipate some in-house science experiments to be possible and user proposals have been solicited on a limited basis in the most recent Call for Proposals.

CANDOR

The construction of the CANDOR instrument has been delayed due to the realization that the thermal diffuse scattering (TDS) of neutrons by the analyzer crystals would pose a significant challenge to data reduction. This is because the TDS causes the neutrons to appear in incorrect detectors. While this could, in principle, can be calculated and corrected for in data reduction, the adjustment could in some cases be a substantial fraction of the total counts in an individual detector. Thus, simulations and design studies are underway to incorporate cryogenic cooling of the HOPG into the detector package. We anticipate that a two-array prototype will be constructed and tested with first neutrons on detector approximately in September 2018. The first specular reflection experiment with the sample area installed, basic NICE data acquisition software features tested, and basic data reduction software built and tested are all targeted for January 2019.

In the meantime, beamline components continue to arrive and are being installed at NG1. Much of the pre-sample optics has been completed, including the X deflector. Components for polarized beam operation are also being included with the double V polarizer in place and testing of the RF flipper well advanced. Installation of the primary instrument and the sample area is planned for the spring and summer of 2018, allowing the testing of NICE to begin.

Development of the detector continues with contracts and procurements now in place to support the construction of the detector assembly consisting of about 30 detector arrays. A single CANDOR detector array consist 54 highly oriented pyrolytic graphite crystals set at different takeoff angles to diffract neutrons of into 6LiF:ZnS(Ag) proportional counters. The NCNR has worked with the scintillator manufacturer to refine the construction of the ultrathin proportional counters.
Octo-Strain II will have the capability to apply a load three times larger than before, a capability necessary for measurements of today’s high-strength steels.

**Backscattering Spectrometer**

When the Backscattering Spectrometer was built, it benefitted from the best focusing guide technology available. However, neutron optics has advanced considerably and the simple linear converging guide was no longer state-of-the-art. Thus, the Center for High Resolution Neutron Scattering chose to replace the incident beam optics with a converging guide having modern supermirror coatings and a more advanced profile than the straight taper. The installation of this new 4 m section of guide, completed in August 2017, resulted in intensity gain of a factor of 1.9. The neutron flux at the sample position is currently approximately $6 \times 10^5 \text{n/cm}^2\text{-sec}$. The energy resolution remains $\approx 0.8 \mu\text{eV}$.

**Building 321**

Thanks to NIST, building 321, located at the south end of the NCNR site, was completed and NCNR took occupancy in August 2017. This climate-controlled storage building gives the NCNR much-needed space to store instrument components, shielding, and components for future developments such as the $D_2$ cold source replacement.

**New DCS Mezzanine**

The installation of the vSANS scattering chamber required extending the DCS mezzanine to span the new, considerably larger tank. The NCNR took advantage of this necessary change to address the facility’s need for additional space for sample environment equipment by building a larger mezzanine that spans the entire Disc Chopper Spectrometer (DCS) scattering chamber as well. The new 77 m² mezzanine provides ample room not only for DCS sample environments, storage cabinets, and an area for sample preparation, it is also the permanent home of the 10 T superconducting magnet.
New Guide Hall Laboratory

A new user laboratory is now open in the northwest corner of the NCNR Guide Hall. The new laboratory provides space for limited handling of samples and sample holders that may be slightly radioactive without the need for removing them from the Guide Hall. In addition to the laboratory supplies commonly stacked in NCNR user laboratories, it is equipped with a fume hood that can be used to handle both activated samples and dispersible nanoparticles. All waste from the laboratory is handled as low-level radioactive waste to ensure that there is no uncontrolled release from the facility. In addition, the lab has its own ventilation system and fire suppression system.

Helium Spin Filters

The NCNR supports an active program to provide state-of-the-art neutron polarization capabilities. Measurements using polarized neutron are routinely carried out on the BT-7 thermal neutron triple-axis spectrometer, the NG-7 30 m small-angle neutron scattering instrument, and the Multi-Axis Crystal Spectrometer (MACS). During the past year, the NCNR’s spin filter program served 39 experiments, for a total of 117 days of beam time, 148 bar-liters of polarized $^3$He gas, and 96 polarized $^3$He cells.

Both vSANS and CANDOR require $^3$He spin filters for all measurements involving polarization analysis of the scattered beam. Thus, the NCNR is developing $^3$He spin analyzers and is optimizing the magnetically shielded solenoids necessary to maintain the $^3$He polarization. We will be use a $^3$He adiabatic-fast-passage, NMR-based neutron spin flipper for the scattered beam. The NCNR is also optimizing radio-frequency neutron spin flippers that will be used in conjunction with a double V supermirror polarizer (efficiency > 95 %), that will be utilized in the incident beam of both instruments.

The NCNR has improved the $^3$He nuclear magnetic resonance software so that it could be seamlessly integrated into the NICE software on SANS, reflectometers, and the test station for all polarized beam experiments. It will also be incorporated the NICE data acquisition software for vSANS, CANDOR, and MACS. NIST is also developing an in-situ $^3$He polarizer and an ex-situ $^3$He analyzer for polarized neutron imaging on the NG-6 cold neutron imaging facility.
Data Acquisition Software

The New Instrument Control Environment (NICE) is a Java-based data acquisition package that incorporates a highly versatile scripting capability to enable end user adaptations to be coded under all the major scientific programming languages. This year, much of the effort has focused on the two instruments in development, vSANS and CANDOR. As of August, NICE has been used to collect data on the vSANS instrument, writing data in a Nexus-compliant format. NICE will be running the instrument in January 2018 as the instrument enters the user program. For CANDOR, nearly all of the NICE module has been written. This includes a new system for setting up generalized reflectometry experiments where a user can create an entire series of measurements by entering a few pieces of information about their sample and the type of measurement to perform. This system even allows the user to enter the wall clock time and how long they would like the experiment to last, allowing NICE to calculate the optimal set of measurements to fit the available time. These capabilities will be rolled out on all reflectometers in the building, including CANDOR. There were also improvements focusing on time estimation and planning. The system for “dry running” a measurement was completely replaced with a more streamlined version which executes many times faster and provides highly detailed and accurate account of the run sequence timing. Plans are in the works to provide a live time estimate for all instrument operations which updates as the user changes their planned measurement and as time passes.

Data Analysis Software

Funded jointly by the NSF and EPSRC, the CCP-SAS project is focused on developing an easy-to-use open-source modeling package that enables users to generate physically accurate atomistic models, calculate scattering profiles and compare results to experimental scattering data sets in a single web-based software suite. SASSIE-web is now available to the international scattering community. Workshop and training sessions at scattering centers and scientific meetings have expanded outreach and impact. The implementation of SASSIE-web on several domestic and international high-performance supercomputing centers (HPC) has been prototyped. To date, over forty-three manuscripts using our software products on a variety of structural biology and soft-matter problems have been published. With over five hundred registered users, the goals of the next year are to extend and enhance the user experience and fully implement HPC deployments world-wide.
The mission of the NIST Center for Neutron Research is to assure the availability of neutron measurement capabilities to meet the needs of U.S. researchers from industry, academia and other U.S. government agencies. To carry out this mission, the NCNR uses several different mechanisms to work with participants from outside NIST, including a competitive proposal process, instrument partnerships, and collaborative research with NIST.

Proposal System
Most of the beam time on NCNR instruments is made available through a peer-review proposal process. The NCNR issues calls for proposals approximately twice a year. Proposals are reviewed at several different levels. First, several different expert external referees evaluate each proposal on merit and provide us with written comments and ratings. Second, the proposals are evaluated on technical feasibility and safety by NCNR staff. Third, we convene our Beam Time Allocation Committee (BTAC) to assess the reviews and to allocate the available instrument time. Using the results of the external peer review and their own judgment, the BTAC makes recommendations to the NCNR Director on the amount of beam time to allocate to each approved experiment. Approved experiments are scheduled by NCNR staff members in consultation with the experimenters.

The current BTAC members are:
- Pinar Akcora (Stevens Institute of Technology)
- Andrew Allen (NIST Ceramics Division)
- Jeffrey Allen (Michigan Technological University)
- Collin Broholm (The Johns Hopkins University)
- Leslie Butler (Louisiana State University)
- Thomas Epps (University of Delaware)
- Kushol Gupta (University of Pennsylvania)
- Valery Kiryukhin (Rutgers University)
- Ramanan Krishnamoorti (University of Houston)
- Jennifer Lee (National Institutes of Health)
- Raul Lobo (University of Delaware)
- Steven May (Drexel University)
- Martin Mourigal (Georgia Institute of Technology)
- Lilo Pozzo (University of Washington)
- Carlos Rinaldi (University of Florida)
- Gila Stein (University of Tennessee)

Partnerships
The NCNR may form partnerships with other institutions to fund the development and operation of selected instruments. Partnerships are negotiated for a fixed period and may be renewed if there is mutual interest and a continued need. These partnerships have proven to be an important and effective way to expand the research community’s access to NCNR capabilities.

Collaboration with NIST
Some time on all instruments is available to NIST staff to support NIST’s mission. This time is used to work on NIST research needs, instrument development, and promoting the widespread use of neutron measurements in important research areas, particularly by new users. As a result of these objectives, a significant fraction of the time available to NIST staff is used collaboratively by external users, who often take the lead in the research. Access through such collaborations is managed through written beam time requests. In contrast to proposals, beam time requests are reviewed and approved internally by NCNR staff. We encourage users interested in exploring collaborative research opportunities to contact an appropriate NCNR staff member.

Research Participation and Productivity
The NCNR continued its strong record of serving the U.S. research community this year. Over the 2017 reporting year, the NCNR served 2769 researchers. (Research participants include users who come to the NCNR to use the facility as well as active collaborators, including co-proposers of approved experiments, and co-authors of publications resulting from work performed at the NCNR.) As the number of participants has grown, the number of publications per year has also increased.
2017 NCNR Proposal Program

In response to the last two calls for proposals (calls 35 and 36) for instrument time, we received 661 proposals, of which 322 were approved and received beam time. For the most recent call, the oversubscription, i.e., the ratio of days requested on all proposals to the days available, was 2.5 on average. The following table shows the data for several instrument classes.

<table>
<thead>
<tr>
<th>Instrument class</th>
<th>Proposals</th>
<th>Days requested</th>
<th>Days allocated</th>
</tr>
</thead>
<tbody>
<tr>
<td>SANS and USANS</td>
<td>237</td>
<td>803</td>
<td>353</td>
</tr>
<tr>
<td>Reflectometers</td>
<td>100</td>
<td>648</td>
<td>272</td>
</tr>
<tr>
<td>Spectrometers</td>
<td>265</td>
<td>1833</td>
<td>617</td>
</tr>
<tr>
<td>Diffraction</td>
<td>34</td>
<td>93</td>
<td>52</td>
</tr>
<tr>
<td>Imaging</td>
<td>25</td>
<td>141</td>
<td>97</td>
</tr>
<tr>
<td>Total</td>
<td>661</td>
<td>3518</td>
<td>1391</td>
</tr>
</tbody>
</table>

Users Group

The NCNR Users Group (NUG) provides an independent forum for all facility users to raise issues to NCNR management, working through its executive officers to carry out this function. The current members of the NUG Executive Committee are Megan Robertson (University of Houston), Michael Crawford (University of Delaware), Julie Hipp (University of Delaware, student/postdoc member), Carlos López-Barrón (ExxonMobil), Dmitry Reznik (University of Colorado), Rafael Verduzzo (Rice University), and Igor Zaliznyak (Brookhaven National Laboratory).

The NUG conducted a user survey in the fall of 2015. There were more than 450 responses. Overall, the results, which are posted on the NUG website (www.indiana.edu/~lens/nug/nug.php), showed improvement relative to those from 2011 in 5 of the 6 general categories. During the past year, we discussed the survey results with the NUG executive committee. Working closely with NUG, the NCNR and CHRNS management teams developed a comprehensive response/action plan designed to make the user experience more productive and enjoyable (Refer to ncnr.nist.gov/news/Response_to_survey_FINAL_19jul2016.pdf).

Panel of Assessment

The major organizational components of NIST are evaluated for quality and effectiveness by the National Research Council (NRC), the principal operating agency of both the National Academy of Sciences and the National Academy of Engineering. A panel appointed by the NRC convened at the NCNR on July 7-8, 2015. Their findings are summarized in a published report, “An Assessment of the National Institute of Standards and Technology Center for Neutron Research: Fiscal Year 2015,” which is available at https://www.nap.edu/catalog/21878/an-assessment-of-the-national-institute-of-standards-and-technology-center-for-neutron-research. The panel members included Peter Green (University of Michigan, chair), Frank Bates (University of Minnesota), Bruce Gaulin (McMaster University), Janos Kirz (Lawrence Berkeley National Laboratory), V. Adrian Parsegian (University of Massachusetts Amherst), Sunhil Sinha (University of California at San Diego). A new panel will convene at the NCNR in 2018.

The Center for High Resolution Neutron Scattering (CHRNS)

CHRNS is a national user facility that is jointly funded by the National Science Foundation and the NCNR. Its primary goal is to maximize access to state-of-the-art neutron scattering instrumentation for the academic research community. It operates five neutron scattering instruments at the NCNR, enabling users from around the nation to observe dynamical phenomena involving energies from \( \approx 30 \text{ neV} \) to \( \approx 10 \text{ meV} \), and to obtain structural information on length scales from \( \approx 1 \text{ nm} \) to \( 10 \mu\text{m} \). A more detailed account of CHRNS activities may be found on pp 65 of this report.
Partnerships for Specific Instruments

NG-7 SANS Consortium

A consortium that includes NIST, the ExxonMobil Research and Engineering Company, and the Industrial Partnership for Research in Interfacial and Materials Engineering (IPRIME) led by the University of Minnesota, operates, maintains, and conducts research at the 30m SANS instrument located on NG7. Twenty-five percent of the beam time on this instrument is allocated to the general scientific community through the NCNR’s proposal system. Consortium members conduct independent research programs primarily in the area of large-scale structure in soft matter. For example, ExxonMobil has used this instrument to deepen their understanding of the underlying nature of ExxonMobil’s products and processes, especially in the fields of polymers, complex fluids, and petroleum mixtures.

The nSoft Consortium

Formed in August 2012, the nSoft Consortium allows member companies to participate with NIST in the development of advanced measurements of materials and manufacturing processes, and develop their own expertise in state-of-the-art measurement technologies to include in their analytical research programs. nSoft develops new neutron-based measurement science for manufacturers of soft materials including plastics, composites, protein solutions, surfactants, and colloidal fluids. Members receive access to leading expertise and training support in neutron technology and soft materials science at NIST. Contact: Ron Jones, nSoft Director, rljones@nist.gov, 301-975-4624.

NIST / General Motors – Neutron Imaging

An ongoing partnership and collaboration between General Motors and NIST, which also includes Honda Motors through GM’s partnership with Honda, continues to yield exciting results using neutron imaging. Neutron imaging has been employed to visualize the operation of fuel cells for automotive vehicle applications. Neutron imaging is an ideal method for visualizing hydrogen, the fuel of electric vehicle engines. These unique, fundamental measurements provide valuable material characterizations that will help improve the performance, increase the reliability, and reduce the time to market introduction of the next generation electric car engines. 25% of the time on the BT-2 Neutron Imaging Facility is made available to the general scientific community through peer-reviewed proposals.

Interagency Collaborations

The Smithsonian Institution’s Nuclear Laboratory for Archaeological Research is part of the Anthropology Department at the National Museum of Natural History. It has had a longstanding and productive partnership with the NCNR, during which time it has chemically analyzed over 43,100 archaeological artifacts by Instrumental Neutron Activation Analysis (INAA), drawing extensively on the collections of the Smithsonian, as well as on those of many other institutions in this country and abroad. Such chemical analyses provide a means of linking these diverse collections together in order to study continuity and change involved in the production of ceramic and other artifacts.

The Center for Food Safety and Applied Nutrition, U.S. Food and Drug Administration (FDA), maintains laboratory facilities at the NCNR providing agency-wide analytical support for food safety and food defense programs. Neutron activation and low-level gamma-ray detection techniques yield multi-element and radiological information about foods and related materials and provide a metrological foundation for FDA’s field investigations and for radiological emergency response planning.
The Center for High Resolution Neutron Scattering (CHRNS)

The Center for High Resolution Neutron Scattering is a national user facility that is jointly funded by the National Science Foundation through its Division of Materials Research (grant number DMR-1508249) and by NIST. The CHRNS agreement was recently renewed for five years beginning on September 1, 2015. The primary purpose of this partnership is to maximize access for the scientific community to transformative neutron scattering instrumentation. The core mission of CHRNS is fourfold: (i) to develop and operate neutron scattering instrumentation, with broad application in materials research, for use by the general scientific community; (ii) to promote the effective use of the CHRNS instruments by having an identifiable staff whose primary function is to assist users; (iii) to conduct research that advances the capabilities and utilization of CHRNS facilities; and (iv) to contribute to the development of human resources through educational and outreach efforts. The scientific community provides essential input for new directions for CHRNS through a variety of mechanisms including user surveys, the most recent of which was administered by the NCNR User Group in the fall of 2015. A new 2 ½ minute video, Getting Great Data with CHRNS, highlights and summarizes CHRNS’ focus on advancing neutron scattering measurement capabilities and its prominent role in expanding, educating, and diversifying the community of researchers who use neutron methods. View the video on the NCNR website at https://www.ncnr.nist.gov/staff/dimeo/CHRNS_researchers who use neutron methods. View the video on the NCNR website at https://www.ncnr.nist.gov/staff/dimeo/CHRNS_Animation_Final.mp4.

Scattering Instruments

The portfolio of instruments supported by CHRNS will continue to evolve to ensure that the scientific capabilities exceed or are comparable to the best worldwide. During FY 2017, CHRNS supported operation of the NGB 30 m Small Angle Neutron Scattering (SANS) instrument, the Ultra-Small Angle Neutron Scattering (uSANS) instrument, the Multi-Angle Crystal Spectrometer (MACS), the High Flux Backscattering Spectrometer (HFBS), and the Neutron Spin-Echo (NSE) spectrometer. Combined, CHRNS instruments can provide structural information on a length scale of ≈ 1 nm to ≈ 10 µm, and dynamical information on energy scales from ≈ 30 neV to ≈ 10 meV.

The CHRNS agreement continues programs in instrument operations and development on HFBS, NSE, and MACS which boasts the world’s highest monochromatic cold-neutron flux and is now the premier instrument in the world for investigations of quantum magnetism. Upgrades of these instruments during the past year include replacement of the incident beam optics on HFBS with a converging guide with modern supermirror coatings and a more advanced profile than the previous straight taper. This improvement increased the flux at the sample position by nearly 2x. On NSE, efforts in tuning the instrument have resulted in a 25 % increase of the maximum field integral with a proportional increase of the maximum Fourier time at a given wavelength.

As part of the new CHRNS agreement, two new instruments, vSANS and CANDOR, will be folded into CHRNS as the installation and commissioning of these innovative instruments progress. The data rates provided by the multiplex detector assembly of the CANDOR reflectometer will exceed those available elsewhere in the world by perhaps an order of magnitude or more. The versatile vSANS instrument will cover extensive nano-to-meso length scales in a single measurement, in many cases eliminating the need for combined experiments on uSANS and SANS. uSANS and SANS will thus be phased out of CHRNS following the commissioning of vSANS and CANDOR. Commissioning of the vSANS instrument has begun with test data collected and reduced. While some features are still being added, user proposals were solicited on a limited basis in the most recent Call for Proposals which had a deadline in November 2017.

Research

The wide ranges of instrument capabilities available in CHRNS support a very diverse scientific program, allowing researchers in materials science, chemistry, biology, geosciences, and condensed matter physics to investigate materials such as polymers, metals, ceramics, magnetic materials, colloids, fluids and gels, rocks, and biological molecules.

The research community can obtain access to the state-of-the-art CHRNS instrumentation using the NCNR’s proposal system. Proposals to use the CHRNS instruments are critically reviewed on the basis of scientific merit and/or technological importance. In the previous Call for Proposals (call 36), 210 proposals requested CHRNS instruments, and 90 of these proposals received beam time. Of the 1235 days requested for the CHRNS instruments, 384 were awarded. (These numbers include all of the SANS proposals: Approximately 75 % of the beam time approved by BTAC will be run on the CHRNS NGB SANS.) Roughly half of the users of neutron scattering techniques at the NCNR use CHRNS-funded instruments, and approximately one third of NCNR publications (see the “Publications” section on p. 71), over the current one-year period, are based on research performed using these instruments. This report contains several highlights of CHRNS publications. See the labeled highlights in the table of contents.

2017 ACCOMPLISHMENTS AND OPPORTUNITIES
**Scientific Support Services**

CHRNS provides scientific support in three critical areas: sample environment, chemical laboratories and the production and delivery of polarized neutron beams. The accomplishments in each of these areas during FY 2017 are summarized below.

The laboratory staff continues to equip and maintain user laboratories and routinely assists users with sample preparations. The staff ensures that users have the tools, supplies and training they need for a successful experiment. In FY 2017 the new Guide Hall Laboratory was opened for business. This laboratory provides a safe environment for CHRNS users to handle activated samples. In addition, a new glove box for the handling of air-sensitive, activated samples was installed. During the past year, CHRNS has added a large capacity balance and a Nanodrop that will allow users to perform UV-Vis measurements for sample quantities as small as 0.5µl.

The CHRNS Sample Environment team provides users with the equipment and training needed to make neutron measurements under external conditions of temperature, pressure, magnetic field, humidity, and fluid flow. From mK dilution refrigeration systems to a 1600 °C furnace, the equipment spans a large temperature range. Beyond precise temperature control, CHRNS users have access to a variety of flow systems, rheometers, gas-loading systems, two superconducting magnets with fields of up to 11 Tesla, and other complex equipment to control parameters such as pressure, humidity, and electric fields.

During FY 2017 the team set up and operated a diverse range of complex sample environment equipment for 172 experiments on CHRNS instruments. This total includes 25 experiments that required access to mK temperatures, some of which simultaneously required a 11.5 T magnetic field. In addition, CHRNS is currently commissioning a new orange cryostat for MACS with a specially designed tail that is more compatible with the use of 3He spin filters. MACS users will soon be able to perform polarization experiments in the mK regime.

CHRNS also provides 3He spin filters that allow fully-polarized neutron scattering measurements to users of the MACS and SANS instruments. Currently, both instruments make frequent use of record-breaking 3He spin analyzer cells with specialized geometries. It is also notable that CHRNS runs the only SANS program in the U.S. that routinely operates with full polarization analysis, and MACS provides the most intense polarized cold neutron beam with the largest scattering angle coverage for polarization analysis. From August 2016 through July 2017, the 3He Spin Filter team serviced a range of user experiments on both MACS and SANS. The team has also focused on deploying infrastructure on MACS that simplifies the use of wide angle neutron polarization analysis. Reliable demagnetization procedures developed previously and recent optimization of an end-compensated solenoid have improved 3He relaxation times on MACS. Such advancements have resulted in 3He relaxation times on MACS close to the intrinsic values observed off-line, and allow the users to perform polarized beam experiments for more than 3 days without swapping cells.

In addition, two horseshoe-shaped wide-angle cells have been developed and are now available for routine polarized MACS experiments. These improvements have resulted in a publication in Nature Physics [13, 638 (2017)] highlighting the first use of the wide-angle polarization analysis capability for measuring the Higgs amplitude mode in a two-dimensional antiferromagnet [Refer also to page 20 of this report].
Education and Outreach

CHRNS sponsored a variety of educational programs and activities tailored to specific age groups and professions. The twenty-third annual summer school, held on June 19 – June 23, 2017 was entitled “Methods and Applications of Neutron Spectroscopy.” Thirty-four graduate and postdoctoral students from 26 universities participated in the school. Guest lecturers were Prof. Kate Ross from Colorado State University, Prof. Eric Bloch the University of Delaware, and Dr. Elizabeth Kelley, a recent CHRNS hire.

In the fall of 2016 Boualem Hammouda, a CHRNS staff member, offered a web-based SANS course. A total of 93 students enrolled for the course, and more than 50 students from 30 universities across the U.S. obtained credit. The students used the free book written by the instructor, and the course included homework. Current plans are to offer this online course again in two years.

Other CHRNS staff scientists participated in teaching graduate courses on scattering theory and techniques at nearby universities including the University of Maryland and University of Delaware. Some of the courses involve lab practicals performed at the NCNR using CHRNS instruments. In the fall of 2017, Yun Liu was the primary instructor for a course entitled “Advanced Characterization of Soft Matter” at the University of Maryland. The course focused on both theories and experimental works of studying structure and dynamics of soft matter materials using scattering techniques (light, X-ray and neutron scattering).

As part of its expanding education and outreach effort, CHRNS offers to university-based research groups with BTAC-approved experimental proposals the opportunity to request travel support for an additional graduate student to participate in the experiment. This support is intended to enable prospective thesis students, for example, to acquire first-hand experience with a technique that they may later use in their own research. Announcements of this program are sent to all of the university groups whose experimental proposals receive beam time from the BTAC. Recipients of the announcement are encouraged to consider graduate students from under-represented groups for this opportunity. The program is also advertised on the NCNR’s website at http://www.ncnr.nist.gov/outreach.html.

CHRNS initiated a Research Experiences for Teachers (RET) program in 2010. For the summer of 2017, the program hosted two teachers from Montgomery County, MD. John Pisanic from Damascus High School studied the effect of various cations on the formation of anionic wormlike micelles using SANS under the guidance of Dr. Katie Weigandt. Benjamin Brooks from Magruder High School investigated the effect of citrate on casein micelles with Dr. Susana Teixeira from the NCNR. Mr. Brooks also highlighted his research in an oral presentation in early August.

As in previous years, CHRNS participated in NIST’s Summer Undergraduate Research Fellowship (SURF) program. In 2017 CHRNS hosted 15 SURF students, including one previous participant in the SHIP program and one returning SURF intern who had also been in the SHIP program. The students participated in research projects such as CO₂ adsorption in metal organic frameworks, structural characterization of insulin under shear, evaluation of a new scintillator detector system for CANDOR, modernization of a tritium air monitoring system, design of a new octo-strain device for sheet metal neutron testing, and development of a web-based service for distributing curve fitting algorithms onto remote server clusters. They presented their work at the NIST SURF colloquium in early August 2017 in sessions moderated by program officers from the National Science Foundation.
Elementary, Middle, and High School Activities

The Summer High School Intern Program (SHIP) is a very successful, competitive NIST-wide program for students who are interested in performing scientific research during the summer. CHRNS hosted ten interns from local high schools. The students studied the behavior of solid electrolytes for applications in solid state batteries, explored the length scales for magnetic coupling in thin film topological insulators, developed classifications schemes for small angle scattering data using neural networks, and implemented updates to the fume hood monitoring system. The results of the students’ summer investigations were highlighted in a NIST-wide poster session, as well as in a well-attended symposium.

The annual Summer Institute for Middle School Science Teachers brings middle school science teachers from across the United States to NIST for two weeks in order to give them a better understanding of the scientific process. Each year, CHRNS hosts the teachers for a one-day introduction to neutron scattering. This year the Summer Institute hosted twenty-four participants from eleven states, including Oregon, Utah, and Colorado. The teachers learned about the types of experiments performed using neutrons and toured the neutron guide hall. To bring home projects suitable for middle school students, they then learned how to grow crystals of “alum” (hydrated aluminum potassium sulfate).

A large number of specialized tours for middle school, high school, and university students were also offered throughout the year. At local schools CHRNS staff members also give science-based talks or lead hands-on demonstrations at local schools, participate in STEM events, and even volunteer as robotics coaches.
The White House announced that Nick Butch of the NCNR is a recipient of the Presidential Early Career Award for Scientists and Engineers (PECASE). Nick is being honored “for his significant contributions to understanding the interplay of magnetism with superconductivity and revealing observations about superconducting materials.”

Craig Brown of the NCNR received the Samuel Wesley Stratton Award “For revealing mechanisms that yield great improvements in gas-separation and catalytic processes in microporous materials.” With the Samuel Wesley Stratton Award, NIST honors outstanding scientific or engineering achievements in support of NIST objectives. This is the highest scientific award that NIST bestows.

The NCNR’s Terry Udovic received the 2016 Department of Commerce Bronze Medal. The citation for Terry’s award is “For the discovery of unparalleled superionic conduction in solid electrolyte materials suitable for rechargeable battery applications.”

Ron Jones of the Material Measurement Laboratory has been recognized with the George A. Uriano Award for his leadership in creating the nSoft consortium, a new model designed to enhance industrial interest in and use of national user facilities like the NIST Center for Neutron Research. The George A. Uriano Award, is granted for outstanding achievements by NIST staff in building or strengthening NIST extramural programs, with emphasis on fostering U.S. competitiveness and business excellence.

Congratulations to Mirjana Dimitrievska of the NCNR and NREL who received a Most Outstanding Poster award at the Post-doc Poster Presentation sponsored by the NIST chapter of Sigma Xi. Mirjana was recognized in the category of Energy, Water, Environment, and Polymers. Her poster is entitled “Neutron scattering studies of hydrogenous materials for next-generation energy storage.”

Congratulations also to the NCNR’s Md Taufique Hassan who received an Outstanding Poster award in the area of Physics, Computer Modeling, and Simulation. His poster is entitled “The precision measurement of the electron-antineutrino correlation in neutron beta decay.”

Congratulations to Ramon Castañeda-Priego who is this year’s recipient of the Mexican Academy of Science’s Award for Young Scientists in the area of “ciencias exactas”. Ramon is a professor of physics at the University of Guanajuato who is interested in the theory of soft materials. Ramon is spending his sabbatical here at the NCNR.

The President of the Japanese Society for Neutron Science has selected a paper written by Michihiro Nagao of the NCNR and Takumi Hawa for the Hamon President’s Choice Award. The paper entitled “Thickness fluctuations in surfactant bilayers” was published in Hamon (the Japanese Journal of Neutron Science) in November 2014. Five papers published over the two-year period from November 2014 to August 2016 were selected for this honor.

The NCNR’s Jose Rodriguez-Rivera has been named “Investigador Nacional - nivel 1” (National Researcher – level 1) by the National Council of Science and Technology of Mexico. Jose is one of 200 researchers in all areas of science and engineering working outside of Mexico to receive this recognition.
Congratulations to **Cameron Shelton** who won **1st prize in the DPOLY poster competition** at the recent APS March Meeting. His poster was entitled “Quantifying lithium salt distributions in nanostructured ion-conducting polymer domains: A neutron reflectivity study”. Cameron was a graduate student in the Epps group at the University of Delaware, and during that time he spent several months stationed at the NCNR working with Joe Dura and Ron Jones.

Congratulations to **Justin Milner** of the NCNR for winning the **High-Quality Poster Award** from the Materials Processing and Manufacturing Division at the 2017 meeting of The Minerals, Metals, and Materials Society in San Diego. His poster was titled “Octo-Strain: A Novel Multiaxial Loading Device for In-situ Stress Measurements through Neutron Diffraction.”

Congratulations to **Wei-Shan Chiang** of the NCNR, who has been named a **Distinguished Speaker by the Society of Petrophysicists and Well Log Analysts (SPWLA)** for 2017-2018. She was selected for her paper entitled “Simultaneous Neutron and X-ray Imaging of 3D Kerogen and Fracture Structure for Flow Path in Shales”, which she presented at the 58th Annual SPWLA Symposium in June 2017. As a Distinguished Speaker, she will visit and speak at local chapters of SPWLA throughout the coming year.

The NCNR’s **Colin Heikes** was awarded the **Runner-Up Poster Prize** for the 2017 International Workshop on Oxide Electronics held in Chicago in September. His poster title was “Engineering magnetism and polarization domain structures in BiFeO3 containing thin films through superlattice structuring.”

The Society of Rheology has announced that **Professor Julia A. Kornfield**, Professor of Chemical Engineering at California Institute of Technology is the recipient of the 2017 **Bingham Medal**. The award was presented at the 89th SoR Annual Meeting in Denver, Colorado. Professor Kornfield’s research includes the understanding, on a molecular level, of a broad range of macroscopic properties of polymers. Prof. Kornfield is a long time NCNR user.

Prof. Robert J. Cava of Princeton University has been awarded the 2016 **MRS Medal**. The MRS medal is awarded for a specific outstanding recent discovery or advancement that has a major impact on the progress of a materials-related field. Prof. Cava is being honored “for pioneering contributions in the discovery of new classes of 3D Topological Insulators.” Prof. Cava has published more than 100 papers containing data from the NCNR.

Michael Hore, Assistant Professor in the Department of Macromolecular Science and Engineering at Case Western Reserve University, has been named the **UKPPG/DPOLY lecturer** for 2017 by the American Physical Society. The UKPPG/DPOLY Lecture Exchange was established in 2009 recognize research excellence and promise by polymer physicists just beginning their independent careers, and to strengthen ties between DPOLY and the Polymer Physics Group (PPG) of the Institute of Physics. Michael recently completed his post-doc at the NCNR.

Kate Ross, assistant professor of physics at Colorado State University, was awarded the **American Physical Society’s 2016 Valley Prize** “for the elucidation of quantum frustrated magnetism and its expression in the ground state selection of pyrochlore magnets.” The biennial prize recognizes “one individual in the early stages of his or her career for an outstanding scientific contribution to physics that is deemed to have significant potential for a dramatic impact on the field.” Kate was a recent post-doc at the NCNR and Johns Hopkins.

Guy Marcus appeared in Forbes’ list of **“30 Under 30” in Science** for 2016. Guy uses neutron scattering in concert with theory and other experimental techniques, to study the impact of magnetic and electronic structure on quantum materials. According to Forbes, “this field of physics has demonstrated ability to develop new materials with a variety of potential applications, from high-temperature superconductors for transmitting power more efficiently to chemically-tuned magnetic materials that could enable new kinds of computing.” Guy is an NSF Graduate Research Fellow studying under Collin L. Broholm at the Institute for Quantum Matter at Johns Hopkins.
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Instruments and Contacts

Instruments and Contacts
(name, tel. 301-975-xxxx, email)

High resolution powder diffractometer (BT-1):
- J. K. Stalick, 6223, judith.stalick@nist.gov
- H. Wu, 2387, hui.wu@nist.gov
- Q. Z. Huang, 6164, qing.huang@nist.gov
- C. M. Brown, 5134, craig.brown@nist.gov

Residual stress diffractometer (BT-8):
- T. Gnäupel-Herold, 5380, thomas.gnaeupel-herold@nist.gov

30-m SANS instrument (NG-7):
- Y. Liu, 6235, yun.liu@nist.gov
- S. Teixeira, 4404 susana.marujoteixeira@nist.gov
- Y. Mao, 5250, yimin.mao@nist.gov
- J. R. Krzywon, 6650, jkrzywon@nist.gov

30-m SANS instrument (NG-B 30m) (CHRNS):
- B. Hammouda, 3961, hammouda@nist.gov
- P. D. Butler, 2028, paul.butler@nist.gov
- S. Krueger, 6734, susan.krueger@nist.gov
- C. Gagnon, 2020, cedric.gagnon@nist.gov

10-m SANS instrument (NG-B) (nSoft):
- R. Jones, 4624, ronald.jones@nist.gov
- K. Weigandt, 8396, kathleen.weigandt@nist.gov

USANS, Perfect Crystal SANS (BT-5) (CHRNS):
- M. Bleuel, 5165, markus.bleuel@nist.gov
- P. D. Butler, 2028, paul.butler@nist.gov

vSANS instrument (NG-3) (CHRNS):
- G. Jensen, 4591, grethe.jensen@nist.gov
- J. G. Barker, 6732, john.barker@nist.gov
- E. Kelley, 8584, elizabeth.kelley@nist.gov
- C. Gagnon, 2020, cedric.gagnon@nist.gov
- C. J. Glinka, 6242, charles.glinka@nist.gov

Polarized Beam Reflectometer/Diffractometer (NG-D):
- B. J. Kirby, 8395, brian.kirby@nist.gov
- J. A. Borchers, 6597, julie.borchers@nist.gov
- C. F. Majkrzak, 5251, cmajkrzak@nist.gov

MAGIK, Off-Specular Reflectometer (NG-D):
- B. B. Maranville, 6034, brian.maranville@nist.gov
- J. A. Dura, 6251, joseph.dura@nist.gov

Neutron reflectometer-horizontal sample (NG-7):
- S. K. Satija, 5250, satija@nist.gov

Double-focusing triple-axis spectrometer (BT-7):
- Y. Zhao, 2164, yang.zhao@nist.gov
- D. Parshall, 8097, daniel.parshall@nist.gov
- J. W. Lynn, 6246, jeff.lynn@nist.gov

SPINS, Spin-polarized triple-axis spectrometer (NG-5):
- G. Xu, 4144, guangyong.xu@nist.gov
- L. Harriger, 8360, leland.harriger@nist.gov

Triple-axis spectrometer (BT-4):
- W. Ratcliff, 4316, william.ratcliff@nist.gov

FANS, Filter-analyzer neutron spectrometer (BT-4):
- T. J. Udovic, 6241, udovic@nist.gov

DCS, Disk-chopper time-of-flight spectrometer (NG-4):
- N. Butch, 4863, nicholas.butch@nist.gov
- W. Zhou, 8169, wei.zhou@nist.gov
- C. M. Brown, 5134, craig.brown@nist.gov

HFBS, High-flux backscattering spectrometer (NG-2) (CHRNS):
- T. Prisk, 5010, timothy.prisk@nist.gov
- M. Tyagi, 2046, madhusudan.tyagi@nist.gov

NSE, Neutron spin echo spectrometer (NG-A) (CHRNS):
- A. Faraone, 5254, antonio.faraone@nist.gov
- M. Nagao, 5505, michihiro.nagao@nist.gov

MACS, Multi-angle crystal spectrometer (BT-9) (CHRNS):
- J. A. Rodriguez-Rivera, 6019, jose.rodriguez@nist.gov
- Y. Qiu, 3274, yiming.qiu@nist.gov

Cold-neutron prompt-gamma neutron activation analysis (NG-D):
- H. H. Chen-Mayer, 5595, heather.chen-mayer@nist.gov
- R. L. Paul, 6287, rpaul@nist.gov

Thermal-neutron prompt-gamma activation analysis (VT-5):
- R. L. Paul, 6287, rpaul@nist.gov

Other activation analysis facilities:
- N. Sharp, 3926, nicholas.sharp@nist.gov
- P. Chu, 2988, pamela.chu@nist.gov

Cold neutron depth profiling (NG-1):
- H. H. Chen-Mayer, 5595, heather.chen-mayer@nist.gov
- J. Weaver, 6311, jamie.weaver@nist.gov
Thermal Neutron Imaging Station (BT-2):
- D. Jacobson, 6207, david.jacobson@nist.gov
- D. Hussey, 6465, daniel.hussey@nist.gov
- E. Baltic, 4842, eli.baltic@nist.gov
- J. Lamanna, 6809, jacob.lamanna@nist.gov
- M. Arif, 6303, muhammad.arif@nist.gov

Cold Neutron Imaging Station (NG-6):
- D. Jacobson, 6207, david.jacobson@nist.gov
- D. Hussey, 6465, daniel.hussey@nist.gov
- E. Baltic, 4842, eli.baltic@nist.gov
- J. Lamanna, 6809, jacob.lamanna@nist.gov
- M. Arif, 6303, muhammad.arif@nist.gov

Neutron interferometer (NG-7):
- M. Huber, 5641, michael.huber@nist.gov
- D. Pushin, 4792, dmitry.pushin@nist.gov
- M. Arif, 6303, muhammad.arif@nist.gov

Quantum-based neutron interferometer facility (NG-7):
- M. Huber, 5641, michael.huber@nist.gov
- D. Pushin, 4792, dmitry.pushin@nist.gov
- M. Arif, 6303, muhammad.arif@nist.gov

Fundamental neutron physics station (NG-C):
- S. Hoogheinde, 8582, shannon.hoogheinde@nist.gov
- M. S. Dewey, 4843, maynard.dewey@nist.gov
- J. Nico, 4663, nico@nist.gov

Fundamental neutron physics station (NG-6):
- NG-6M: M. S. Dewey, 4843, mdewey@nist.gov
- NG-6M: H. Mumm, 8355, hans.mumm@nist.gov
- NG-6A (MDM): M. Huber, 5641, michael.huber@nist.gov
- NG-6U: H. Mumm, 8355, hans.mumm@nist.gov
- NG-6U: A. Thompson, 4666, alan.thompson@nist.gov

Neutron test station (NG-7):
- R. Erwin, 6245, ross.erwin@nist.gov
- K. Krycka, 8685, kathryn.krycka@nist.gov

Theory and modeling:
- J. E. Curtis, 3959, joseph.curtis@nist.gov
- T. Yildirim, 6228, taner@nist.gov

Instruments under development:
CANDOR, White-beam reflectometer/diffractometer:
- A. Grutter, 4198, alexander.grutter@nist.gov
- D. Hoogerheide, 8839, david.hoogerheide@nist.gov
- F. Heinrich, 4507, frank.heinrich@nist.gov
- C. F. Majkrzak, 5251, charles.majkrzak@nist.gov
Copies of annual reports, facility information, user information, and research proposal guidelines are available electronically.
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