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Abstract
A new nuclear forensic reference material has been characterized as a standard for radiochronometric determination of the model purification date for $^{137}$Cs sources. The purification date of a radioactive source is a potentially diagnostic nuclear forensic signature for determining the provenance of a radioactive material. Reference values have been measured for the attributes needed to use the $^{137}$Cs/$^{137}$Ba chronometer: the molality (reported here as nmol g$^{-1}$) of $^{137}$Cs and of the radiogenic portion of $^{137}$Ba in the material (hereafter referred to as $^{137}$Ba*). All measurement results were decay-corrected to represent the composition of the material on the reference date of July 7, 2011. The molality of $^{137}$Cs is $(0.7915 \pm 0.0073)$ nmol g$^{-1}$; this value was calculated from the massic activity of $^{137}$Cs, $(348.4 \pm 3.0)$ kBq g$^{-1}$, as measured in the NIST $4\pi$-$\gamma$ secondary standard ionization chamber (previously calibrated by $4\pi$-$(e+x)$-$\gamma$-coincidence efficiency extrapolation counting) and the evaluated half-life of $^{137}$Cs, $(30.05 \pm 0.08)$ years. The molality of $^{137}$Ba*, $(1.546 \pm 0.024)$ nmol g$^{-1}$, was measured by isotope dilution mass spectrometry using the measured relative proportion of $^{138}$Ba in the material to apply a correction for the $^{137}$Ba contribution from natural Ba. A model age of $(47.04 \pm 0.56)$ years, corresponding to a model purification date of June 22, 1964 with an expanded uncertainty of 200 days is calculated from the reference material values. This age is consistent with the date engraved on the capsule that contained the $^{137}$Cs starting material and with a prior independent determination of the model purification date. A full discussion of the uncertainties of the reference material values is included.

Keywords Radiochronometry · Cesium-137 · Nuclear forensics · Reference materials · Mass spectrometry · Radiological forensics

Introduction
Ensuring the availability of appropriate, fit-for-purpose reference materials is of great importance to the field of nuclear forensics. High quality, metrologically-traceable reference materials are necessary due to the need to demonstrate the accuracy of measurements and methodologies and due to the need to meet legal standards for quality of analytical measurements in a courtroom setting [1]. Certified reference materials currently available from national metrological institutions and commercial sources do not meet these needs for some specialized nuclear forensic measurements, such as purification age determinations for radiological materials of interest to the nuclear forensics community. For this reason, the United States Department of Homeland Security has supported a program for the production and distribution of reference materials intended specifically for nuclear forensic applications. This program has sponsored production of a reference material for the radiochronometric age-dating of $^{137}$Cs sources.$^1$

This work reports on the production and characterization of

$^1$ Development of the Cs–Ba radiochronometry reference material was sponsored by Department of Homeland Security and the material is available on a case-by-case basis. Requests to obtain units of this material can be sent to DHSCRMInfo@hq.dhs.gov.
a $^{137}\text{Cs}-^{137}\text{Ba}$ radiochronometric reference material (hereafter abbreviated as “Cs–Ba RM”) characterized for molality of $^{137}\text{Cs}$ and of radiogenic $^{137}\text{Ba}$ (hereafter referred to as “$^{137}\text{Ba}^{*}$”).

The scope of the field of nuclear forensics is typically defined to include radiological materials as well as special nuclear materials, e.g., [2]. Although much of the effort in the field of nuclear forensics has been focused on special nuclear materials due to the severity of potential consequences associated with them, nuclear forensic measurement capabilities for radiological materials are also needed. With the exception of short-lived isotopes used in nuclear medicine, radiological materials are primarily used in sealed radioactive sources. These sources are manufactured using a variety of radionuclides, are intended for a wide variety of purposes, and are distributed widely around the globe [3]. The locations and ownership of these sources are often not closely tracked in the manner that special nuclear materials are, nor is their ownership as tightly restricted. As a result of the availability and the inconsistent levels of accountability for sealed sources, the risk associated with misuse of radiological materials is relatively high. Furthermore, many sources, particularly those prepared for certain medical or industrial applications, contain quantities of material with activity levels that pose a serious threat to human health.

The nuclide $^{137}\text{Cs}$ is a widely used material for applications including teletherapy sources, flow gauges, and other industrial equipment. $^{137}\text{Cs}$ decays with a half-life of $(30.05 \pm 0.08)$ years [4] to either the $^{137}\text{Ba}$ ground state, with emission of a $\beta$ particle ($Q = 1176$ keV, 5.3%), or to $^{137m}\text{Ba}$ ($Q = 514$ keV, 94.7%) which rapidly ($t_{1/2} = 2.552$ min) decays to the $^{137}\text{Ba}$ ground state with emission of a $661.7$ keV $\gamma$ photon. It is this relatively clean $\gamma$ emission that has made $^{137}\text{Cs}$ one of the more commonly used radiological materials for sealed sources [5]. $^{137}\text{Cs}$ sealed sources are of concern both because of their ubiquity and because many of these are defined by the International Atomic Energy Agency as Category 1 sources [6], indicating the highest risk based on the potential for delivering a dose large enough to cause acute deterministic health effects [7]. There have already been several significant incidents involving lost or stolen $^{137}\text{Cs}$ sources. In fact, mishandling and dismantling of stolen sources in Goiânia, Brazil in 1987 [8] and in Estonia in 1994 [9] resulted in multiple confirmed deaths due to radiation exposure; in Goiânia, $^{137}\text{Cs}$ contamination was also spread over a large area.

In the event of a nuclear forensic investigation involving a $^{137}\text{Cs}$ source, identifying the origin of the radioactive material will be a high priority. Answering this question would be particularly challenging if the material has been separated from its shielded container, making it impossible to use information including serial numbers or other markings. An important piece of information that could constrain the range of possible origins is the age of the radioactive material. Radiochronometry can be used to measure the age of a material or, more precisely, a model purification date. The model purification date represents an estimate of the last time a radionuclide was purified from its decay product. Determination of a model purification date is greatly simplified for a closed system where neither nuclide enters or leaves the system during the time between purification and analysis.

$^{137}\text{Cs}$ sealed sources are produced using Cs recovered as a fission product from nuclear fuel or fissile material irradiated specifically for isotope production. In fission products, the primary Cs isotopes are stable $^{133}\text{Cs}$, long-lived $^{135}\text{Cs}$ ($t_{1/2} = 2.3 \times 10^9$ years), and $^{137}\text{Cs}$; the other Cs isotopes either have negligible fission yields or they are short-lived and will have decayed away on the timescale of the sealed source production process. This leaves two radioactive Cs isotopes and three potential chronometers. The first radiochronometer involves comparing the proportion of $^{135}\text{Cs}$–$^{137}\text{Cs}$, which can be used to estimate the time since the fuel used to produce the source was removed from the reactor. However, use of this chronometer requires independent knowledge of reactor conditions and fuel to estimate fission yields. This makes the $^{135}\text{Cs}/^{137}\text{Cs}$ chronometer of limited usefulness for the case of a sealed source of unknown origin. The second radiochronometer involves comparison of the amount of $^{135}\text{Cs}$ present in a material to the amount of its decay product, $^{135}\text{Ba}$. Due to the long half-life of $^{135}\text{Cs}$, age measurements made using this radiochronometer are analytically difficult and have large uncertainties. The third radiochronometer has the highest potential of yielding age data that does not require extensive knowledge of the production history, and that will have relatively small uncertainties. This radiochronometer involves comparison of the amount of $^{135}\text{Cs}$ to ingrown $^{137}\text{Ba}$. In order to maximize specific activity and to minimize radioactive impurities, preparation of $^{137}\text{Cs}$ for sealed source applications requires separation of Cs from nuclear material, activation products, and other fission products including alkali earth elements such as Sr and Ra. Therefore, the assumption that the Cs is effectively separated from Ba during processing is reasonable in the case of $^{137}\text{Cs}$ sealed sources. The assumption of a closed system is also reasonable for sealed sources since they are, by definition, sufficiently sealed off from the broader environment to prevent appreciable gain or loss of $^{137}\text{Cs}$ or $^{137}\text{Ba}$. Isotopically natural Ba is, however, a ubiquitous trace constituent in air, water, and soil [10], so a correction of analytical results for some component of natural Ba will frequently be required. This is relatively easily achieved since Ba produced within the source by radioactive decay should be composed almost entirely of $^{137}\text{Ba}$, while $^{138}\text{Ba}$, the most abundant naturally occurring Ba isotope, should be absent.
The primary purpose of the Cs–Ba RM is to be a well-characterized “known” material for development and quality control of 137Cs–137Ba radiochronometric measurements. The Cs–Ba reference material was produced as a solution standard using starting material recovered from a 137Cs sealed source of known age and provenance. Production activities were performed taking precautions to avoid contamination with exogenous material to ensure that it is suitable for the application. A model purification age is readily calculated from the characterized values for molality of 137Cs and of 137Ba*. Accordingly, this reference material can be used to demonstrate accuracy of 137Cs–137Ba* model age measurements and for validation of methods developed with this application in mind. Additional information about the material that was determined during characterization, namely the 137Cs massic activity and the Cs isotopic composition of the material, are also provided for informational purposes.

**Materials and methods**

**Unit production and sample analysis preparation**

The target mass fraction (at the time of unit production) of 137Cs was 100 ng g⁻¹ (equivalent to massic activity of 0.32 MBq g⁻¹), corresponding roughly to a nominal 500 ng (equivalent to activity of 1.6 MBq) of 137Cs in each unit containing 5 mL of solution. This quantity of material was chosen as a compromise between providing a sufficient quantity to allow for accurate amount measurements of both 137Cs and ingrown 137Ba on one hand and having activity levels low enough to avoid a significant dose of radioactivity to the user on the other hand. The relatively low molality of 137Cs planned for the reference material and the correspondingly low levels of 137Ba* mean that even a small quantity of contamination could make accurate measurement of the isotope amounts more difficult with a resulting increase in uncertainty. Furthermore, any introduction of variable contamination could result in a heterogeneous product unsuitable for use as a reference material. To minimize the potential for contamination with natural Ba, special precautions were incorporated into the production and characterization processes.

Where possible, the material was handled in cleanroom facilities and only high purity reagents suitable for trace analysis were used (i.e. sub-boiling distilled mineral acids and 18.2 Ω cm ultrapure water). Thorough cleaning of labware was required prior to use and the ampoules used to contain the material were fabricated from Suprasil high-purity quartz (Heraus, Germany).² Prior to filling, the ampoules were also subjected to a rigorous cleaning procedure. A leaching study was performed in which 53 ampoules were filled with ultra-high purity 3 mol L⁻¹ nitric acid and allowed to soak for several days, after which the acid solution was removed and its Ba content was determined via mass spectrometry. The results of this study verified that the Suprasil material was not a contributor of Ba contamination, as both the average observed Ba mass concentration of (0.09 ± 0.14) ng mL⁻¹ (corresponding to 0.010 ng mL⁻¹ 137Ba) and the maximum observed mass concentration of 0.54 ng mL⁻¹ of isotopically natural Ba were well below the estimated 200 ng g⁻¹ 137Ba* planned for the source.

**Production of material**

The 137Cs material used to produce the Cs–Ba RM was removed from a sealed capsule stamped with an encapsulation date of October 27, 1965 and initial activity of 0.74 TBq (20 Ci) [11]. A CsCl pellet was extracted from the sealed source capsule and crushed at the Idaho National Laboratory’s (INL) Hot Fuel Examination Facility. A small quantity of the crushed pellet material was sampled using a glass capillary tube and dissolved in 3 mol L⁻¹ nitric acid to create a 137Cs master solution. An aliquot of the master solution was transferred out of the Hot Fuel Examination Facility and diluted using 3 mol L⁻¹ nitric acid to produce a solution with a nominal 137Cs mass fraction of 100 ng g⁻¹. For unit production, 200 quartz ampoules were each filled with 5 mL of solution using an autotitrator. Six Savillex vials (for characterization measurements) and five borosilicate glass ampoules (for activity measurements) were also filled interspersed at random intervals between the quartz ampoules. Five additional quartz ampoules of the solution were filled and prepared for analysis at the conclusion of the production run. All of the borosilicate ampoules and a subset of the quartz ampoules were weighed using an XS205DR (Mettler Toledo, USA) balance before and after filling. The ampoules were then flame-sealed immediately following filling (and weighing, if weighed) of the filled ampoule.

**Distribution**

Cs–Ba RM units and aliquots of the stock solution were selected for characterization analyses and distributed as described in Table 1. The five borosilicate glass ampoules were sent to the National Institute of Standards and Technology (NIST) where 137Cs activity measurements were
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² Certain commercial equipment, instruments, software, or materials identified in this paper to foster understanding. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials or equipment identified are necessarily the best available for the purpose.
performed to characterize the molality of $^{137}$Cs. The five quartz ampoules that were filled following the conclusion of the production run, one of the Savillex vials, and three randomly selected ampoules from the production run were retained at INL for characterization of molality of $^{137}$Ba$^*$ as well as measurements of Cs isotopic composition, molality of $^{137}$Cs, and Ba isotopic composition. Finally, three Savillex vials and three ampoules from the production run were selected for Ba analyses at Oak Ridge National Laboratory (ORNL). These samples were prepared for verification of the Ba isotope dilution mass spectrometry (IDMS) and isotopic measurements performed at INL. Prior to analysis at INL or transfer to ORNL, all samples were spiked as appropriate for the planned analyses, then separated into Cs and Ba fractions at INL using gas pressurized extraction chromatography [11]. The reported results and recommended reference values calculated from these measurements have all been decay-corrected to represent their values as of a common reference date of July 7, 2011, in order to account for changes due to radioactive decay of $^{137}$Cs and ingrowth of $^{137}$Ba$^*$ because of differences in when the various characterization and verification measurements were performed.

**Molality of $^{137}$Cs determination**

The molality of $^{137}$Cs was determined by measurement of gamma activity using the NIST “4π”-γ ionization chamber. This instrument is a well-type pressurized re-entrant ionization chamber primarily used at NIST for calibration of gamma-emitting radionuclides [12]. Characterization samples were measured alternating with blanks and a $^{226}$Ra reference source. A total of 40 replicate activity measurements were made for each of the samples. The average blank-corrected sample response relative to the reference source was then used to determine activity via a calibration factor previously determined for a primary $^{137}$Cs standard with known activity measured by a direct method ($4\pi$-($e+\gamma$)-γ-coincidence efficiency extrapolation counting) [12]. The 5 samples for gamma activity measurement (NIST 1 through NIST 5) were sealed in borosilicate ampoules produced to NIST specifications for dimensions and composition to ensure correct measurement geometry and to control for gamma interactions with the container material. However, the ampoules sent to NIST were sealed with necks too long to fit in the sample holder for the ionization chamber, so each sample had to be transferred to a new ampoule and resealed. The post-transfer masses were recorded and used for calculation of massic activity. A single ampoule had a sufficiently short neck to measure in the ionization chamber before transfer, and this sample’s activity was measured both before and after transfer to a new ampoule. Prior to measurement in the ionization chamber, additional measurements were performed using a high-purity germanium detector to
The molality of $^{137}$Ba* was determined by IDMS with the molality of radiogenic $^{137}$Ba determination result. The decay constant ($\lambda_{137\text{Cs}}$) derived from the most recent evaluated $^{137}$Cs half-life (30.05 ± 0.08 years) [4] and the measured activity ($A_{137\text{Cs}}$) were used to determine the amount of $^{137}$Cs ($n_{137\text{Cs}}$) in the sample solutions (Eq. 1), which was then converted to molality of $^{137}$Cs.

$$A_{137\text{Cs}}/\lambda_{137\text{Cs}} = n_{137\text{Cs}}$$  

The accuracy of the radiometrically determined molality of $^{137}$Cs was verified by Cs IDMS measurements performed at INL. Two sets of IDMS measurements were made: One set was composed of aliquots from the five ampoules filled following the completion of the production run (INL 10-1 through INL 10-5); the other set consisted of one Savillex vial (INL S1) and three ampoules randomly selected from the production units (INL 37, 101, and 153) that were measured at a later time. Prior to IDMS analyses, the isotopic composition of the unspiked material was determined by measuring the $n(\text{Cs})/n(\text{Ba})$ and $n(\text{Ba})/n(\text{C})$ isotope ratios.

A Thermo Finnigan Triton (ThermoFisher Scientific, USA) thermal ionization mass spectrometer (TIMS) was used for all of the Cs measurements performed at INL. Natural Cs is monoisotopic, so mass bias corrections were performed using NIST Standard Reference Material (SRM) 3104a (Barium Standard Solution, lot no. 070222) and correction factors were determined using an exponential law [13]. SRM 3104a does not have certified values for isotopic composition, so the isotopic abundances for naturally occurring Ba recommended by the International Union of Pure and Applied Chemistry (IUPAC) [14] were used to calculate isotope amount ratios for SRM 3104a. Molality of $^{137}$Cs measurements were performed using SRM 3111a (Cesium Standard Solution, lot no. 492909) as a reverse isotope dilution spike added to IDMS samples prior to Cs–Ba separation. For the samples INL S1, 37, 101, and 153, two separate aliquots were taken and used to prepare separate sample-spike mixtures. For preparation of sample and spike dilutions, as well as preparation of sample-spike mixtures for IDMS analyses, masses were measured using a calibrated XS205DR balance.

Molality of radiogenic $^{137}$Ba determination

The molality of $^{137}$Ba* was determined by IDMS with the isotopic analyses performed using a Triton TIMS at INL. As was the case with Cs measurements, prior to the isotope dilution assay, the non-natural isotopic composition of the material was determined by measurement of the Ba isotope amount ratios $n(\text{Ba})/n(\text{Ba})$, $n(\text{Ba})/n(\text{Ba})$, $n(\text{Ba})/n(\text{Ba})$, and $n(\text{Ba})/n(\text{Ba})$. The signal at $m/\text{z}$ 133 was also monitored to confirm the separation of Cs and Ba was sufficient to ensure that the Ba isotopic composition measurements were not biased by residual Cs. Isotopic composition measurements were performed on the Ba fraction of the unspiked samples collected from three ampoules and one Savillex vial, which are the counterparts to the second set of samples used in the Cs isotopic composition measurements. As with Cs isotopic composition determination, SRM 3104a was used in conjunction with the IUPAC abundances to determine mass bias correction factors using an exponential law.

The determination of molality of $^{137}$Ba* was performed using SRM 3104a as a reverse isotope dilution spike in addition to its use as mass bias standard. All mass measurements taken during sample and spike preparation were performed using a calibrated XS205DR balance. The molality of $^{137}$Ba was determined using the $n(\text{Ba})/n(\text{Ba})$ isotope amount ratio measured in the IDMS mixtures, with mass bias correction factor determined as described above for isotopic composition characterization. To calculate a model age, it is necessary to correct for non-radiogenic $^{137}$Ba contributed by isotopically natural Ba contamination present in the samples. To perform this correction, it was assumed that all $^{138}$Ba present in each sample was from natural Ba. The amount of non-radiogenic $^{137}$Ba was then determined by multiplying the abundance of $^{138}$Ba by the $n(\text{Ba})/n(\text{Ba})$ isotope amount ratio calculated using the IUPAC abundances for barium. The calculated non-radiogenic $^{137}$Ba was then subtracted from the measured $^{137}$Ba to determine the radiogenic $^{137}$Ba.

Verification of the molality of $^{137}$Ba* was provided by an independent set of isotopic measurements performed using a Thermo Finnigan Neptune inductively coupled plasma mass spectrometer (ICP-MS) at ORNL. Samples of unspiked material for isotopic composition characterization and samples spiked with SRM 3104a for IDMS were purified at INL using the gas pressurized extraction chromatography method described above, and the Ba fractions were sent to ORNL for analysis. Instrumental mass bias correction factors at ORNL were determined using SRM 3104a and IUPAC isotopic abundances. Corrections were made for isobaric interference due to Xe present in the plasma gas ($^{130}$Xe, $^{132}$Xe, $^{134}$Xe, and $^{136}$Xe corrections were performed) based on the measured $^{132}$Xe intensity. Screening measurements indicated that Ce and La concentrations are negligible, making corrections for Ce ($^{136}$Ce, $^{138}$Ce) and La ($^{138}$La) unnecessary.
Results and discussion

Cs measurements

Results for the measurement of molality of $^{137}$Cs in the Cs–Ba reference material made using the 4π-$\gamma$ ionization chamber are displayed in Fig. 1. A single sample (corresponding to “NIST-1”), was measured both before and after transferring the material from the received ampoule to a new ampoule. The massic activity measured before and after transfer for this sample differ by less than 0.4 kBq g$^{-1}$, (0.11%), well within the 0.86% relative uncertainty of the aggregated measurements (Table 2), demonstrating that the required transfer of the samples to new ampoules before counting did not significantly influence the measurement result.

The mean measured massic activity at the reference date (determined using only measurements obtained after transfer to new ampoules) was 348.4 kBq g$^{-1}$ with an expanded uncertainty of 3.0 kBq g$^{-1}$. This corresponds to a molality of $^{137}$Cs of 0.7915 nmol g$^{-1}$ with an expanded uncertainty (corresponding to an approximate 95% level of confidence) of 0.0073 nmol g$^{-1}$. The uncertainty in the molality of $^{137}$Cs was determined using a Bayesian observation equation method [15]. The Bayesian observation equation method allows for a more precise characterization of the probability distribution of the modeled value than that which is provided by the approach to uncertainty analysis prescribed in the Guide to the expression of uncertainty in measurement (GUM) [16] (hereafter referred to as the “GUM uncertainty framework”) and was therefore chosen as the basis for the recommended reference values and uncertainties for this reference material. This analysis was performed by generating a posterior distribution for the measurand with the Markov Chain Monte Carlo (MCMC) [17] method, using OpenBUGS [18] and R [19]. The standard deviation of the posterior probability distribution can be interpreted as corresponding to the standard uncertainty. The recommended expanded uncertainty was determined using the smallest symmetrical interval that completely encompasses 95% of the posterior probability distribution for molality of $^{137}$Cs; due to slight asymmetry in the posterior distribution, this means that the expanded uncertainty is slightly more conservative than the 95% credible interval. Although the Bayesian model represents a statistically more rigorous uncertainty estimate than a traditional GUM uncertainty framework approach,
an uncertainty model was also generated in accordance with the GUM uncertainty framework using the software package GUM Workbench [20] for comparison purposes. Little difference was observed between the results generated by the two approaches. Due to the fact that a straightforward determination of relative uncertainty contributions is not possible when modeling uncertainty using Monte Carlo methods [21], an uncertainty budget was generated based on the sensitivity factors calculated using the GUM uncertainty framework (Table 3). Note that this budget is only an approximation of the relative contributions of uncertainty components within the Bayesian model, but that it is useful for discussion of uncertainty drivers for the attribute value. The measurement variability, with uncertainty determined by Type A evaluation, makes only a small contribution. Instead, the measurement uncertainty is primarily driven by several other factors whose uncertainties were determined by Type B evaluation. The largest contributors to the uncertainty are the calibration coefficient relating the ionization chamber response for $^{137}$Cs to that for $^{226}$Ra (39% relative contribution to the uncertainty) and a correction made to account for the change in the height of the sample holder between the time of the ionization chamber calibration and the time of measurement (30% relative contribution) [22]. The uncertainty in the half-life of $^{137}$Cs (27% relative contribution) associated with the conversion from massic activity to molality of $^{137}$Cs is also a significant uncertainty component.

For verification of the accuracy of the reference value for molality of $^{137}$Cs, confirmatory measurements were performed by IDMS. Since knowledge of the isotopic
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### Table 2

Primary $^{137}$Cs 4π-$\gamma$ ionization chamber activity measurements and calculated molality of $^{137}$Cs

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>$^{137}$Cs massic activity (kBq g$^{-1}$)</th>
<th>Molality of $^{137}$Cs (nmol g$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIST-1*</td>
<td>348.7 (31)</td>
<td>0.7921 (81)</td>
</tr>
<tr>
<td>NIST-1</td>
<td>348.3 (30)</td>
<td>0.7912 (81)</td>
</tr>
<tr>
<td>NIST-2</td>
<td>348.4 (31)</td>
<td>0.7916 (81)</td>
</tr>
<tr>
<td>NIST-3</td>
<td>348.3 (31)</td>
<td>0.7913 (81)</td>
</tr>
<tr>
<td>NIST-4</td>
<td>348.4 (30)</td>
<td>0.7915 (81)</td>
</tr>
<tr>
<td>NIST-5</td>
<td>348.4 (31)</td>
<td>0.7914 (81)</td>
</tr>
<tr>
<td><strong>Average value</strong></td>
<td>348.4 (30)</td>
<td><strong>0.7915 (73)</strong></td>
</tr>
</tbody>
</table>

*Activity measurement of sample NIST-1 before transfer to a new ampoule at NIST. This measurement was not included in the calculations of values or uncertainties because the experimental conditions for the measurement may have deviated slightly from the prescribed counting geometry and because it is not a unique sample. Expanded uncertainties are shown in parenthesis for all measurements. Uncertainties for individual data points represent an estimate of expanded uncertainty for each individual measurement and were calculated independently from the reference (or information) value uncertainty. All results have been decay-corrected to reference date of July 7, 2011.

### Table 3

Uncertainty budget for molality of $^{137}$Cs

<table>
<thead>
<tr>
<th>Component</th>
<th>Comment</th>
<th>Type</th>
<th>% Relative contribution$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration factor</td>
<td>Ratio relating ionization chamber signal response for $^{137}$Cs primary standard to $^{226}$Ra reference source</td>
<td>B</td>
<td>39</td>
</tr>
<tr>
<td>Calibration source position correction</td>
<td>Correction for change in source holder position between time of calibration factor determination and measurement</td>
<td>B</td>
<td>30</td>
</tr>
<tr>
<td>$^{137}$Cs half-life</td>
<td>Evaluated half-life of $^{137}$Cs</td>
<td>B</td>
<td>27</td>
</tr>
<tr>
<td>Calibration source positioning</td>
<td>Uncertainty in calibration source position</td>
<td>B</td>
<td>4</td>
</tr>
<tr>
<td>Measurement precision</td>
<td>Variability of activity measurements on five ampoules</td>
<td>A</td>
<td>&lt; 0.5</td>
</tr>
<tr>
<td>Combined standard uncertainty ($u_c$)</td>
<td></td>
<td></td>
<td>0.0036</td>
</tr>
<tr>
<td>Molality of $^{137}$Cs (nmol g$^{-1}$)</td>
<td></td>
<td></td>
<td>0.7915</td>
</tr>
<tr>
<td>Expanded uncertainty (nmol g$^{-1}$)</td>
<td></td>
<td></td>
<td>0.0073</td>
</tr>
</tbody>
</table>

$^a$Relative contributions for individual uncertainty components represent an estimate of their percentage contribution to the overall measurement uncertainty. The expanded uncertainty corresponds to an approximate 95% level of confidence.
composition of the unspiked Cs–Ba RM is required for
determination of concentration by IDMS, the isotopic
composition of the material was also measured.

\( \frac{n(135\text{Cs})}{n(133\text{Cs})} \) and \( \frac{n(137\text{Cs})}{n(133\text{Cs})} \) isotope amount ratio mea-
surement results for the Cs–Ba RM are shown in Table 4.
The measurements were acquired in two sets taken at dif-
ferent times, with samples INL10-1 through INL10-5
comprising the first set, with the remaining samples
belonging to a second set measured later. The results
indicate that 133Cs is the most abundant isotope, with sig-
ificant proportions of 135Cs and 137Cs also present. This
distribution is roughly consistent with what would be
expected for Cs recovered from fission products and the
age of the material. The two sets of samples analyzed at
different times show good agreement for both isotope
amount ratios measured. At the reference date, the ratio
\( n(135\text{Cs})/n(133\text{Cs}) \) had a mean value of 0.3451 with an
expanded uncertainty of 0.0011 and the ratio \( n(137\text{Cs})/n(133\text{Cs}) \) had a mean value of 0.26897 with an expanded
uncertainty of 0.00084. Measurement variability played a
relatively small role in the uncertainty of the isotope ratio
measurement results. The uncertainty is instead dominated
primarily by the uncertainty in the mass bias correction
factor, which is a combination of uncertainties in the
IUPAC isotopic abundances for Ba and variability in the
measured isotope ratio for the mass bias standard. The Cs
isotope ratios for the individual measurements appear to
show a small degree of between-sample variability. The

measured \( n(135\text{Cs})/n(133\text{Cs}) \) and \( n(137\text{Cs})/n(133\text{Cs}) \) ratios for
each sample are strongly correlated, which suggests much
of this variation is due to differing amounts of 135Cs pre-
sent in the samples. This most likely represents variable
contamination with natural Cs occurring during sample
processing or Cs interference during mass spectrometric
analysis.

The results of the IDMS measurements performed for
verification of the reference value are presented in Table 5.
The uncertainties for individual measurements represent
a reasonably conservative estimate of expanded uncertainty
for each individual measurement and were calculated independently from the uncertainty in the average value

Table 4 Cs isotope amount ratios in Cs–Ba RM

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>( \frac{n(135\text{Cs})}{n(133\text{Cs})} )</th>
<th>( \frac{n(137\text{Cs})}{n(133\text{Cs})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>INL10-1</td>
<td>0.3453</td>
<td>0.2693</td>
</tr>
<tr>
<td>INL10-2</td>
<td>0.3449</td>
<td>0.2686</td>
</tr>
<tr>
<td>INL10-3</td>
<td>0.3451</td>
<td>0.2690</td>
</tr>
<tr>
<td>INL10-4</td>
<td>0.3449</td>
<td>0.2687</td>
</tr>
<tr>
<td>INL10-5</td>
<td>0.3451</td>
<td>0.2690</td>
</tr>
<tr>
<td>INL S1a</td>
<td>0.3447</td>
<td>0.2684</td>
</tr>
<tr>
<td>INL S1b</td>
<td>0.3450</td>
<td>0.2688</td>
</tr>
<tr>
<td>INL 37a</td>
<td>0.3451</td>
<td>0.2689</td>
</tr>
<tr>
<td>INL 37b</td>
<td>0.3449</td>
<td>0.2687</td>
</tr>
<tr>
<td>INL 101a</td>
<td>0.3449</td>
<td>0.2687</td>
</tr>
<tr>
<td>INL 101b</td>
<td>0.3459</td>
<td>0.2703</td>
</tr>
<tr>
<td>INL 153a</td>
<td>0.3450</td>
<td>0.2689</td>
</tr>
<tr>
<td>INL 153b</td>
<td>0.3453</td>
<td>0.2693</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.3451 (11)</strong></td>
<td><strong>0.26897 (84)</strong></td>
</tr>
</tbody>
</table>

All results are decay-corrected to reference date of July 7, 2011. Expanded uncertainties associated with average isotope ratios were calculated based on variability in the measured results plus uncer-
tainties associated with the mass bias correction and decay correction. All measurements were performed at INL.

Table 5 IDMS verification measurements of molality of \( ^{137}\text{Cs} \)

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Molality of ( ^{137}\text{Cs} ) (nmol g(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>INL 10-1</td>
<td>0.794 (13)</td>
</tr>
<tr>
<td>INL 10-2</td>
<td>0.796 (13)</td>
</tr>
<tr>
<td>INL 10-3</td>
<td>0.790 (13)</td>
</tr>
<tr>
<td>INL 10-4</td>
<td>0.787 (13)</td>
</tr>
<tr>
<td>INL 10-5</td>
<td>0.789 (13)</td>
</tr>
<tr>
<td>INL S1a</td>
<td>0.784 (13)</td>
</tr>
<tr>
<td>INL S1b</td>
<td>0.802 (13)</td>
</tr>
<tr>
<td>INL 37a</td>
<td>0.786 (13)</td>
</tr>
<tr>
<td>INL 37b</td>
<td>0.776 (12)</td>
</tr>
<tr>
<td>INL 101a</td>
<td>0.792 (13)</td>
</tr>
<tr>
<td>INL 101b</td>
<td>0.776 (12)</td>
</tr>
<tr>
<td>INL 153a</td>
<td>0.783 (12)</td>
</tr>
<tr>
<td>INL 153b</td>
<td>0.775 (12)</td>
</tr>
<tr>
<td><strong>Verification data set average molality</strong></td>
<td><strong>0.787 (14)</strong></td>
</tr>
</tbody>
</table>

All values have been decay-corrected to the reference date of July 7, 2011. Expanded uncertainties are shown for all measurements. Uncertainties for individual data points represent an estimate of expanded uncertainty for each individual measurement and were calculated independently from the uncertainty in the average value.
The results of measurements of the molality of $^{137}\text{Ba}^*$ for each sample are shown in Fig. 3; again, both the primary IDMS measurements performed at INL and the verification measurements performed at ORNL are shown. Uncertainties for individual data points in the later set of INL characterization samples (INLS1, INL37, INL101, INL153) are larger because different sample to spike ratios were used than for the earlier INL set composed of samples INL10-1 through INL10-5 (Table 6). The lower spike-to-sample ratio in the second INL data set resulted in larger relative correction for the poorly constrained initial $n(^{137}\text{Ba})/n(^{138}\text{Ba})$ isotopic ratio of 51 with an expanded uncertainty of 17. The second sample set is also more variable and results in a slightly lower mean than the earlier measurements, but both sets agree with each other within uncertainty. The two sets of characterization measurements combined result in a recommended reference value for molality of $^{137}\text{Ba}^*$ of 1.546 nmol g$^{-1}$ with an expanded uncertainty (corresponding to an approximate 95% level of confidence) of 0.024 nmol g$^{-1}$ for the Cs–Ba RM. The mean of the verification measurements of molality of $^{137}\text{Ba}^*$ performed at ORNL of 1.536 nmol g$^{-1}$, with expanded uncertainty of 0.014 nmol g$^{-1}$, is in agreement with the recommended reference value. The recommended value and uncertainty were determined using the same Bayesian Observation Equation method used for the determination of molality of $^{137}\text{Cs}$. The standard uncertainty determined using the Bayesian method was slightly lower than indicated by the model generated using the GUM uncertainty framework and the expanded uncertainty based on the 95% credible interval was comparable to that determined using the GUM uncertainty framework. The verification IDMS measurements

**Ba measurements**

Ba isotope ratio measurements were made on unspiked aliquots of the Cs–Ba RM to obtain isotope abundance values to be used in isotope dilution calculations and to assess the homogeneity of the reference material. As expected, the isotopic composition measurements performed by INL and ORNL indicate the predominance of $^{137}\text{Ba}$ produced by the decay of $^{137}\text{Cs}$, but the relative abundances of the various Ba isotopes are highly variable (Fig. 2). The measurements performed at ORNL consistently indicate significantly lower $n(^{138}\text{Ba})/n(^{137}\text{Ba})$ and $n(^{136}\text{Ba})/n(^{137}\text{Ba})$ ratios than the INL data, which also show a greater degree of variability.

A three-isotope plot comparing the $n(^{138}\text{Ba})/n(^{137}\text{Ba})$ and $n(^{136}\text{Ba})/n(^{137}\text{Ba})$ ratios (Fig. 2) shows that the measured isotope ratios reported by both labs fall along a mixing line with end member compositions consistent with natural Ba and pure $^{137}\text{Ba}$. This suggests that the highly dispersed $n(^{138}\text{Ba})/n(^{137}\text{Ba})$ ratios are the result of variable contamination with natural Ba. Since sample preparation processes, including spiking of IDMS samples and Cs–Ba separations for all samples, were performed by INL, the higher relative abundance of $^{138}\text{Ba}$ measured in the INL dataset indicates that significant contamination with natural Ba probably took place in association with the isotopic analysis. This discrepancy underscores the need for a correction to the measured quantity of $^{138}\text{Ba}$ to ensure that only the quantity of radiogenic Ba present in the material is used for the model age calculation.

considered when comparing the results of these verification measurements to the reference value.

**Fig. 2** The measured isotopic composition of Ba in the Cs–Ba radiochronometric reference material. Data points represent the measured Ba isotopic composition for samples analyzed by TIMS at INL (blue circles) and by ICP-MS at ORNL (green triangles). Expanded uncertainties for individual data points are smaller than the data symbols. A mixing line is plotted between a point representing an IUPAC natural Ba composition (6.383, 0.699; outside of chart area) and the origin (i.e. pure $^{137}\text{Ba}$). (Color figure online)
performed, also shown in Fig. 3, agree well with the recommended value.

The uncertainty budget for the molality of $^{137}$Ba* in the Cs–Ba RM shown in Table 7 is an approximation (as described for the Molality of $^{137}$Cs budget) of the relative contribution of uncertainty components to the Bayesian uncertainty model. The largest contributors are the uncertainty in the isotopic composition of the unspiked material (48% relative contribution to the overall uncertainty) and the variability in the IDMS measurements (46% relative contribution). Other minor contributors include uncertainty in the mass bias correction factor (2% relative contribution) and in the concentration of the spike solution (4% relative contribution). The mass bias correction uncertainty is a combination of the uncertainty in the IUPAC abundances of the Ba isotopes measured and variability in the measurements performed on the mass bias standard.

**Determination of model purification date**

The model purification date is a derived value that is readily determined from the values for the molalities of $^{137}$Cs and $^{137}$Ba* (Eq. 2). The model age at time $t$ after purification can be determined from the ratio of remaining $^{137}$Cs to its decay product:

$$\text{Model Purification Date} = \frac{\text{Date}_{\text{Ref}}}{-\ln \left(\frac{^{137}\text{Ba}^*}{^{137}\text{Cs}} + 1\right)/\lambda_{^{137}\text{Cs}}}$$

(2)
where $^{137}\text{Cs}$ and $^{137}\text{Ba}^*$ are the molalities of the respective nuclides at the reference date $(\text{Date}_\text{Ref})$ and $\lambda_{^{137}\text{Cs}}$ is the decay constant for $^{137}\text{Cs}$.

Calculation of the model age for the Cs–Ba RM using the recommended molalities for $^{137}\text{Cs}$ and $^{137}\text{Ba}^*$ of $(0.7915 \pm 0.0073) \text{nmol g}^{-1}$ and $(1.546 \pm 0.023) \text{nmol g}^{-1}$, respectively, gives a result of $(47.04 \pm 0.56)$ years ($k = 2$) prior to the reference date, corresponding to a model purification date of June 22, 1964 and an expanded uncertainty of 200 days. This model purification date falls more than one year before the encapsulation date of October 27, 1965 that represents the latest possible time of purification. The model date is also in agreement with previous independent determinations of the model purification date for this source [11, 23].

Calculated model ages based on determinations of molality of $^{137}\text{Ba}^*$ for individual samples and using the recommended molality of $^{137}\text{Cs}$ are shown in Fig. 4. Use of the molality of $^{137}\text{Cs}$ measured by IDMS for individual samples to calculate model age result in model ages that agree within uncertainty with those calculated using the reference value for molality of $^{137}\text{Cs}$. The largest contributor to uncertainty in the model age is the molality of $^{137}\text{Ba}^*$ (57% relative contribution to the overall uncertainty), due to its larger relative uncertainty, followed by the molality of $^{137}\text{Cs}$ (22% relative contribution), and uncertainty in the half-life of $^{137}\text{Cs}$ (20% relative contribution).

### Suitability as a reference material

For a reference material to be fit for its intended use it must be stable and homogenous and characterized values should be reproducible and traceable to the base units as defined by the international system of units (SI). They must also have uncertainties calculated using methods that are consistent with international standards [24–26]. The Cs–Ba RM was planned to meet accepted international standards for the designation of ‘certified reference material’ [25]. The following discussion will outline how the production and characterization of the Cs–Ba RM has ensured that it conforms to criteria including stability, homogeneity, traceability, and uncertainty estimation.

Long-term stability of the Cs–Ba RM material is expected. Both Cs and Ba are readily soluble in the 3 mol L$^{-1}$ nitric acid solution used to create the reference material units. No change in molalities of $^{137}\text{Cs}$ and $^{137}\text{Ba}^*$ due to evaporation is anticipated due to the production of the reference material units as flame-sealed quartz ampoules. The use of pre-cleaned high-purity quartz ampoules is expected to prevent the leaching of Ba from the ampoules affecting the composition of the Cs–Ba RM solution and the leach-testing performed on the ampoules indicates that the potential contamination should be minimal. These precautions ensure that over the lifetime of the reference material (10–20 years), the only change in composition occurring within a sealed unit will be the decay of the Cs radioisotopes present in the solution.

Careful preparation of the quartz ampoules also serves to ensure the homogeneity of individual units by minimizing the potential for differential contamination. The ampoule-filling process for the units was also designed to assure homogeneity, with all units produced in one run from a single batch of master solution dispensed using an autotitrator to assure consistent aliquot size. Small variations in aliquot size do not affect the uncertainty in the reference values since they are presented in terms of molality. During filling, all ampoules were covered with a plastic cap immediately following filling and flame-sealed promptly thereafter to prevent evaporation and contamination. Characterization of the Cs–Ba reference material included sampling of both reference material ampoules and aliquots of stock Cs–Ba RM solution that were not

### Table 7 Uncertainty budget for molality of $^{137}\text{Ba}^*$

<table>
<thead>
<tr>
<th>Component</th>
<th>Comment</th>
<th>Type</th>
<th>% Relative contribution$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDMS measurements</td>
<td>Variability of nine IDMS measurements of $^{137}\text{Ba}^*$ molality</td>
<td>A</td>
<td>46</td>
</tr>
<tr>
<td>Ba isotopic composition</td>
<td>Standard uncertainty for the unspiked Ba-isotopic composition as measured at INL</td>
<td>B</td>
<td>48</td>
</tr>
<tr>
<td>Mass bias correction</td>
<td>Estimated uncertainty in value of mass bias correction factor</td>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>Spike concentrations</td>
<td>Combined standard uncertainty in certified value of SRM 3104a</td>
<td>B</td>
<td>4</td>
</tr>
<tr>
<td>Weighing</td>
<td>Estimated relative uncertainty for potential bias in mass of solution aliquots</td>
<td>B</td>
<td>&lt; 0.5</td>
</tr>
<tr>
<td>Combined standard uncertainty ($u_c$)</td>
<td></td>
<td></td>
<td>0.0115</td>
</tr>
<tr>
<td>Molality of $^{137}\text{Ba}^*$ (nmol g$^{-1}$)</td>
<td></td>
<td></td>
<td>1.546</td>
</tr>
<tr>
<td>Expanded uncertainty (nmol g$^{-1}$)</td>
<td></td>
<td></td>
<td>0.024</td>
</tr>
</tbody>
</table>

$^a$Relative contributions for individual uncertainty components represent an estimate of their percentage contribution to the overall measurement uncertainty. The expanded uncertainty corresponds to an approximate 95% level of confidence.
dispensed to ampoules (i.e. Savillex vials). Cs characterization included five ampoules characterized radiometrically as well as an additional eight ampoules and one Savillex vial of the material characterized by IDMS as verification measurements and to assess the magnitude of variation despite the precautions taken. Likewise, Ba characterization measurements were performed on the same eight ampoules and one Savillex vial on which Cs measurements were performed, and an additional three ampoules and three Savillex vials were measured for verification of the primary Ba measurement. As discussed above, some variable contamination of some samples with isotopically natural Ba was observed; however, this variability was much smaller for the verification units measured at ORNL (Fig. 2). Since sample preparation and separations chemistry for all samples were done in tandem at INL, this natural Ba contamination is not believed to represent heterogeneity in the composition of the Cs–Ba RM units themselves, but rather foreign material introduced during the process of mass spectrometry measurements.

The recommended values for molality of $^{137}$Cs (and the related value for $^{137}$Cs massic activity) and molality of $^{137}$Ba* were determined using methods and standards that are traceable to the SI. Since the model purification date is derived from these two values, its value is also traceable. Figure 5 is a schematic illustrating the chain of measurements and calibrations used to establish traceability of the measured molalities of $^{137}$Cs and $^{137}$Ba* and by extension the traceability of the model purification date. The $^{137}$Cs activity measurement was performed using an ionization chamber at NIST previously calibrated with a primary $^{137}$Cs standard for which activity had been determined using a direct method. From activity, the molality of $^{137}$Cs was calculated using the evaluated half-life [4]. The molality of $^{137}$Ba* was determined by IDMS using a NIST Standard Reference Material (SRM 3104a) as both isotope dilution spike and mass bias standard. The isotopic composition of Ba in the Cs–Ba RM was also determined by mass spectrometry using SRM 3104a as mass bias standard. For the isotopic composition of SRM 3104a, IUPAC isotopic abundances and uncertainties for natural Ba were used.

As previously discussed, the uncertainty models for the molalities of $^{137}$Cs and $^{137}$Ba* were not derived using the GUM uncertainty framework. These uncertainty estimates, however, do incorporate all significant sources of measurement uncertainty and are statistically rigorous. Furthermore, the models yield uncertainty estimates that are largely consistent with those that were generated in compliance with the GUM uncertainty framework [16] and are in accordance with NIST Technical Note 1297 [27].

---

**Fig. 4** Model purification dates derived from characterization of the Cs–Ba RM. All values were calculated using the molality of $^{137}$Cs derived from radiometric measurement, with each data point representing the result of a unique $^{137}$Ba* measurement. Blue circle symbols indicate $^{137}$Ba* INL characterization measurements. Green triangle symbols represent $^{137}$Ba* ORNL verification measurements. A mean value for model purification dates of previous analyses of the same source [11, 23] is also shown (orange diamond). The horizontal single solid line represents the model age derived from the recommended values for the molalities of $^{137}$Cs and $^{137}$Ba* and the dashed lines represent the envelope of the expanded uncertainty. The double line represents the date engraved on the capsule that contained the starting material. Error bars for individual data points represent the combination of the expanded uncertainty of the reference value for $^{137}$Cs and the individual expanded uncertainty estimates for each $^{137}$Ba* measurement. (Color figure online)
Conclusions

The Cs–Ba RM is fit for the purpose of radiochronometric age dating for nuclear forensics. Recommended values for $^{137}$Cs and $^{137}$Ba$^+$ molalities of $(0.7915 \pm 0.0073)$ nmol g$^{-1}$ and $(1.546 \pm 0.024)$ nmol g$^{-1}$, respectively, at the reference date of July 7, 2011 have been determined on the basis of traceable amount and radiometric measurement techniques. These values, in turn, indicate a model purification date of June 22, 1964, with an expanded uncertainty of 200 days. This model purification date agrees with prior independent determinations made for the same material and is consistent with the encapsulation date stamp for the $^{137}$Cs source used to create the reference material. Supporting data including the isotopic composition of Cs and the massic activity of $^{137}$Cs in the material have also been provided. This new reference material will enhance the nuclear forensics analysis capability of labs engaged in the age-dating of sealed $^{137}$Cs sources using the Cs–Ba radiochronometer to demonstrate the quality of their methods and measurement results.
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