Influence of solvation on the structure of highly charged nanoparticles in salt-free solutions
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We investigate the influence of ion and nanoparticle solvation on the structure of an aqueous salt-free solution of highly charged nanoparticles. In particular, we perform molecular dynamics simulations of a minimal model of highly charged nanoparticles with an explicit solvent and counter-ions, where the relative affinity of the counter-ions and the nanoparticle for the solvent is tunable through the variation of the solvent affinity for the charged species. The emergence of these different heterogeneous structures arising from the differential solvation of the charged species demonstrates the essential role of the solvent in the description of charged nanoparticle solutions, and provides guidance for the development of a more predictive theory of the thermodynamic and transport properties of these complex fluids.

I. INTRODUCTION

Colloidal particles acquire an electric charge through surface dissociation of counter-ions when these are dispersed in water or other polar solvents. These electrostatic repulsions, modified to various degrees by the screening effects of surrounding counter-ions, stabilize the colloidal suspensions against aggregation induced by attractive van der Waals interactions. The range and strength of the inter-colloidal interactions are highly tunable since the size and charge of the colloids can be varied extensively, making colloidal dispersions an excellent model system to investigate fundamental issues relating to charges in condensed matter systems. It is widely appreciated that the structure of charged colloids in aqueous solutions is crucial in a wide variety of biological and technologically important systems, e.g., coatings/paints,\textsuperscript{73} aerosols,\textsuperscript{74} ceramics,\textsuperscript{75,76} self-healing membranes,\textsuperscript{77} and for particle separation or water purification processes.\textsuperscript{78}

Our original understanding on the behavior of charged particles in solutions is based on the mean field model of Derjaguin-Landau-Verwey-Overbeek,\textsuperscript{79,80} known as the DLVO theory. While the DLVO theory has been repeatedly modified, e.g., Lifschitz theory of attractive forces,\textsuperscript{81,82} ion fluctuation forces,\textsuperscript{82,83} charge regulation in the double layer,\textsuperscript{84} the core of the theory has remained unchallenged for half a century.\textsuperscript{85,86} We also mention recent modeling by Podgornik and coworkers,\textsuperscript{87} which addresses the impact of charge fluctuations effects neglected by DLVO theory on the interaction of charged colloidal particles. This work builds on earlier work by Kirkwood and Shumaker\textsuperscript{88,89} modeling charged proteins indicates that charge fluctuations can lead to appreciable attractive interactions between charged colloidal particles that are missed by the standard DLVO theory. Although this seems to be a promising theoretical development, there is still a need, in our view, for a theory of how ion and nanoparticle solvation influence these charge fluctuations in order to have a predictive theory of charged particle solutions. The purpose of the present work is to provide insights into the solvation effects to aid in theoretical developments along this line.

Professors Ise and Hashimoto, and their colleagues, made pioneering experimental studies\textsuperscript{90–98} of the emergence of heterogeneous structure formation in charged colloidal solutions, providing a strong impetus for much of the modern research in this field. Their work overlaps with a series of experimental studies since the mid-1980’s that has challenged a cornerstone of DLVO theory, i.e., like charges always repel. Notable examples from these studies include the demonstration of like-charged planar surfaces attracting each other at sufficiently strong electrostatic coupling,\textsuperscript{99} visible stable voids in colloidal fluids and crystals\textsuperscript{92–94} and the deduced effective interaction potentials,\textsuperscript{100} vapor-liquid and reentrant transitions,\textsuperscript{92} localized ordered structures coexisting with disordered regions,\textsuperscript{101} highly ordered inhomogeneous colloidal single crystals.\textsuperscript{102,103} These experimental studies clearly imply that attractive forces may exist between like-charged colloids, in disagreement with the DLVO theory. The existence of such attractive interactions, first apparently noted by Langmuir,\textsuperscript{104} has great significance for understanding the structure of highly charged particles formed in setting concrete,\textsuperscript{105–107} in understanding the cohesion of soils\textsuperscript{108} and in the binding of highly charged polyelectrolytes, such as duplex DNA,\textsuperscript{109,110} F-actin,\textsuperscript{111} and
virus particles to each other and to soil particles. At present, these and related phenomena are being intensively studied by various experimental techniques. Despite considerable theoretical and computational effort, the origin of attractive electrostatic forces between spherical, like-charged colloidal particles in bulk solution has remained unresolved.

Conventional modeling of charged colloids in solution almost exclusively relies on the primitive model of ionic solutions in which all charged species are treated explicitly as charged hard spheres and the solvent enters the model through its influence on the permittivity of the continuous medium surrounding the charged species. However, this natural extension of the Debye-Hückel theory of ionic solutions does not address the solvation of ions or colloidal particle and typically the inclusion of an explicit solvent is avoided due to the added complexity and computational cost of including an explicit solvent in the analytic or computational treatment. Recent studies by the authors have demonstrated that the added complexity introduced by the explicit solvent in the model allows us to address many effects in aqueous solutions of charged species, including the origin of attractive interactions between charged polymer chains in salt-free solutions, the thermodynamic and dynamic properties of ionic solutions, and the conformational coupling between the polyelectrolyte chain and the diffuse ions surrounding it. Solvation is part of the fundamental physics of electrostatic and colloid solutions and cannot be neglected.

In the present paper, we extend our model used in polyelectrolyte solutions to describe highly charged nanoparticles (colloids of size on the order of nanometers) in salt-free solutions. Nanoparticles, unlike polyelectrolyte chains, do not change in shape, making them an ideal model to quantify the effects of solvation on the structures of highly charged nanoparticle solution. In particular, we find that the variation of the solvation interactions leads to a wide range of nanoparticle structures, which are not anticipated by mean field theories. We quantify these nanoparticle structures with the use of two correlation functions, i.e., the radial distribution function and static structure factor, and we organize our findings by constructing a morphology diagram that describes the various structures that emerge from or model with the variation of the strength of the solvation for the charged species.

Our paper is organized as follows. In Section II contains details of the model and simulation methods. Results of the structure of highly charged nanoparticles in solution are presented in Section III. Section IV concludes the paper.

II. MODEL AND METHODOLOGY

Our system is composed of nanoparticles suspended in explicit Lennard-Jones (LJ) solvent particles, some of which are charged to represent counter-ions. All dissolved ions and solvent particles are assigned the same mass \( m \), size \( \sigma \), strength of interaction \( \varepsilon \) except as follows. Our nanoparticles are represented by a sphere, as the core particle, and \( N_{\text{bb}} = 64 \) beads of diameter \( \sigma \) are bounded on its surface by stiff harmonic springs with the core particle, i.e., \( V_{\text{hh}}(r) = k(r - l_0)^2 \), where \( l_0 = 2 \sigma \) is the equilibrium length of the spring, and \( k = 2.000 \varepsilon/\sigma^2 \) is the spring constant. The surface beads cover completely the surface of the core particle; a schematic is presented in Fig. 1. The radius of the nanoparticle (core particle and surface beads) is approximately \( R \approx 2.2 \sigma \).

The size and energy parameters between \( i \) and \( j \) particles are set as \( \sigma_{ii} = \sigma_{jj} = \sigma_{ij} = \sigma \) and \( \varepsilon_{ii} = \varepsilon_{jj} = \varepsilon_{ij} = \varepsilon \), except for: the interaction parameter between the solvent particles and the positively charged counter-ions \( \varepsilon_{cs} \) and the interaction parameter between the solvent particles and the nanoparticle beads \( \varepsilon_{ps} \). Variation of the interaction energy parameters between the solvent and the charged particles reflects the strength of the solvent affinity and the degree of chemical incompatibility. For example, \( \varepsilon_{cs}/\varepsilon \) reflects the solvent affinity of water for the counter-ions and different values correspond to different types of monovalent ions, e.g. for caesium (Cs\(^+\)) \( \varepsilon_{cs}/\varepsilon = 0.83 \), for sodium (Na\(^+\)) \( \varepsilon_{cs}/\varepsilon = 1.25 \), and lithium (Li\(^+\)) \( \varepsilon_{cs}/\varepsilon = 1.6 \). The nanoparticles have a molecular mass of \( M_w = N_{\text{bb}} + 1 \), carry a \( -e \) charge per bounded bead on its surface, where \( e \) is the elementary charge, and thus the total nanoparticle charge is \( Z_p = -N_{\text{bb}} e \).

All charged particles interact via the Coulomb potential (with a cut-off distance 10\( \sigma \)) and a relatively short range Lennard-Jones potential of strength \( \varepsilon \), and the particle-particle particle-mesh method is used. Interactions between solvent, ions, and particles composing the surface of the nanoparticles are described by the cut-and-shifted Lennard-Jones potential with a cutoff distance \( r_c = 2.5 \sigma \):

\[
V(r) = \begin{cases} 
4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] + \left( \frac{\sigma}{r_c} \right)^{12} & r \leq r_c \\
0 & r > r_c 
\end{cases}
\]

(1)

The core–surface bead interactions are modeled as a purely repulsive Weeks-Chandler-Andersen (WCA) potential with modification taking into account the difference in the particle size:

\[
V_c(r) = \begin{cases} 
4\varepsilon \left[ \left( \frac{\sigma}{r-\Delta} \right)^{12} - \left( \frac{\sigma}{r-\Delta} \right)^{6} + 0.25 \right] & r \leq r_{\text{min}} \\
0 & r > r_{\text{min}} 
\end{cases}
\]

(2)

where \( r_{\text{min}} = r_c + \Delta \) and \( \Delta = 1 \sigma \) for the core-surface beads; there are no interactions between the cores and the ions or the solvent particles.

The system is composed of a total of \( N = 256 \times 10^3 \) particles in a periodic cube of side \( L \) and volume \( V = L^3 \). The system includes \( N_p \) nanoparticles and
Nanoparticles in an explicit solvent, where we first consider a solvent having the nanoparticle. The neutral system corresponds to no preferential solvation between the counter-ions and solvent particles. The interactions between the surface of the nanoparticles is described by depletion interactions. We also observe the tendency of uncharged nanoparticles to associate, mainly due to excluded volume based depletion interactions. In the second case, we have charged nanoparticles and counter-ions but without any solvent particles. The interactions between the surface beads and counter-ions are changed to WCA to approximate the primitive model. Both explicit and implicit models result in qualitatively similar liquid-like nanoparticle solution structure, though in the latter the nanoparticles have less pronounced structural features; see Fig. 3. While this particular comparison between

III. RESULTS & DISCUSSION

We construct a morphology diagram of the various nanoparticle solution structures formed with the variation of the solvent affinity for the charged species; see Fig. 2a. Note that the nanoparticle volume fraction in the solution remains the same in all cases with \( \varphi \approx 0.004 \) and there is no change in the basic mean field electrostatic quantities such as the Bjerrum length and Debye screening length. It is evident from this diagram, as well as from simulation snapshots, that there are significant changes in the structure of the nanoparticles with the variation of the strength of solvation for the charged species, demonstrating that the solvation effects are crucial for the description of charged nanoparticles in solution. We briefly mention that the self-assembly of branched polymeric structures of ionic species has previously been observed to form similar branched particle dynamic structures in the context of modeling biomineralization, a phenomenon that appears similar to the observations of the present work on charged nanoparticles.

To distinguish the various nanoparticle structures, we quantify the structure of highly charged nanoparticles in salt-free solutions with spatial correlations, such as the pair correlation function \( g(r) \) and its Fourier transform, the static structure factor, \( S(q) \). The radial distribution function between nanoparticles is defined as,

\[
g(r) = \frac{\rho(r)}{\rho},
\]

where \( \rho \) is the total nanoparticle density and \( \rho(r) \) is the local density as function of distance, \( r \), from a given nanoparticle. To understand the structural nature of nanoparticle assemblies at larger length scales, we use \( S(q) \), which is defined for a collection of point particles as,

\[
S(q) = \frac{1}{N_s} \left\{ \sum_{j=1}^{N_s} \sum_{k=1}^{N_s} \exp \left\{ -i \mathbf{q} \cdot (\mathbf{r}_j - \mathbf{r}_k) \right\} \right\},
\]

where \( i = \sqrt{-1} \), \( q \) is the wave number, \( \mathbf{r}_j \) is the position of particle \( j \), \( \langle \rangle \) denote the time average.

Now that we have defined the spatial correlations and before we proceed with the characterization of different morphologies, we briefly make a comparison of our model with the two cases. These two cases are to be compared with charged nanoparticle solution in an explicit solvent, where we first consider a solvent having no preferential solvation between the counter-ions and the nanoparticle. The neutral system corresponds to nanoparticles in an explicit solvent having \( \varphi \approx 0.004 \) and no charges. As illustrated in Fig. 3, the neutral nanoparticles can approach each other at much shorter distances than the charged nanoparticles due to the lack of the repulsive electrostatic interactions, as expected. We also observe the tendency of uncharged nanoparticles to associate, mainly due to excluded volume based depletion interactions. In the second case, we have charged nanoparticles and counter-ions but without any solvent particles. The interactions between the surface beads and counter-ions are changed to WCA to approximate the primitive model. Both explicit and implicit models result in qualitatively similar liquid-like nanoparticle solution structure, though in the latter the nanoparticles have less pronounced structural features; see Fig. 3.
FIG. 2. (a) Morphology diagram of the nanoparticles at different the solvent affinities for the nanoparticles, \( \varepsilon_{ps} \), and for the counter-ions, \( \varepsilon_{cs} \). The dot-dashed line approximately describes the value of the static structure factor for the lowest wavevector value such that \( S(q_{\text{min}}) = 1 \). Different salts (caesium, potassium, sodium, and lithium) are shown along the \( \varepsilon_{cs} \)-axis. (b) Typical snapshots of four different types of morphologies; the solvent (neutral) particles are rendered invisible for clarity. The roman labels point the location of the nanoparticle system in the morphology diagram.

FIG. 3. Comparison of the radial distribution function \( g(r) \) of the nanoparticles with carrying charges in explicit solvent, neutral (no charge in explicit solvent), and carrying charges in implicit solvent.

Based on these criteria, five different type of structures (“morphologies”) are identified. These criteria are the following: (a) The form of \( g(r) \) provides information of the local structure, i.e., the packing of neighboring nanoparticles. In our case, we find three different forms namely, liquid-like, glass-like, and self-assembled string and sheet morphologies. For example, a glass-like structure is identified by a pronounced first peak in \( g(r) \) and the tendency of the second peak in \( g(r) \) to split. (b) The behavior of \( S(q) \) in low \( q \), i.e., whether there is an excess scattering at low angles reflecting large density fluctuations or these density fluctuations are suppressed indicating a homogeneous system. For our purposes, we consider a system nearly homogeneous if \( S(q_{\text{min}}) \leq 1 \), where \( q_{\text{min}} = \frac{2\pi}{L} \).

When the solvent affinity for both the nanoparticles and the counter-ions is weak, then the nanoparticles are well dispersed in the solution, similar to the case of implicit solvent case, as illustrated in Fig. 3. This is evident from \( g(r) \), where a liquid-like structure is found, but also in the structure factor \( S(q) \), see Fig. 4. Additionally, the density fluctuations of nanoparticles, as indicated by the low \( q \)-regime in \( S(q) \), are relatively suppressed, meaning that the nanoparticles are well dispersed in the solution. Note that the position of the first peak, which corresponds to the average distance between the nanoparticles, is located approximately at the same place as in the case of the implicit solvent. We identify nanoparticle systems that share these characteristics as “dispersed, liquid-like” systems.

An increase in the solvent affinity for the counter-ions \( \varepsilon_{cs} \), while the solvent affinity for the nanoparticles remains weak \( \varepsilon_{ps}/\varepsilon \lesssim 1 \), progressively leads to a
more pronounced liquid-like and then to glass-like characteristics; see Fig. 4a. At the same time, there is an increase in excess scattering exhibiting in $S(q)$ at low $q$-values, suggesting that the system becomes heterogeneous; similar behavior has been observed in salt-free polyelectrolyte solutions.\textsuperscript{125} Two different morphologies are identified. In the first morphology, the nanoparticles exhibit liquid-like structure, but start to become heterogeneously distributed, suggesting the formation of clusters. In the second regime, the nanoparticles form clusters and within these clusters the nanoparticles exhibit glass-like structure. The formation of clusters is more evident in the second regime as seen in Fig. 2b. The change in the structure of the nanoparticle solutions is induced by the solvent affinity for the counter-ions. This is a counter-intuitive result that mean field theory of ionic and colloidal solutions do not address. The ion and nanoparticle solvation affinity also apparently greatly influences the mobility of the solvated species, as discussed in electrolyte\textsuperscript{127,128} and polyelectrolyte cases\textsuperscript{125,131} and by the extent its association with other charged species and eventual localization.\textsuperscript{131} In other words, the localization of the counter-ions influence the nanoparticle structure and transform it from a liquid-like to glass-like. These dynamical effects are accompanied by thermodynamic changes in the solution. 

On the other hand, for low $\varepsilon_{cs} \lesssim 0.65$, the nanoparticles start to form string-like clusters; an illustration is presented in Fig 2b. As mentioned before, this phenomenon is remarkably similar in appearance to atomistic simulations and of ion association in water in the context of biomineralization.\textsuperscript{136,139} The structural signature for the string formation is a pre-peak in $g(r)$, which progressively becomes more pronounced as $\varepsilon_{cs}$ becomes smaller and eventually the peaks in $g(r)$ occur at distances multiple of the location of the first peak, indicating the formation of a long relatively straight strings of nanoparticles equally spaced. Similar behavior was also found previously in solvent-free polymer grafted (uncharged) nanoparticles.\textsuperscript{140,141} Away from the crossover point between liquid-like structure to string formation, the strings become long compared to the simulation box size that they percolate. When $\varepsilon_{ps}/\varepsilon \approx 1$ and $\varepsilon_{cs}/\varepsilon \lesssim 0.65$, then we find that the strings have no branched points, Fig. 2. We are clearly observing a type of self-assembly process.\textsuperscript{139}
An increase in the solvent affinity for the nanoparticles $\varepsilon_{ps}$, while the solvent affinity for the counter-ions is weak $\varepsilon_{cs}/\varepsilon \lesssim 0.8$, controls the number of branched points in the formation of string-like clusters. As the solvent affinity for the nanoparticles becomes stronger, $\varepsilon_{cs}/\varepsilon \approx 0.75$ and $\varepsilon_{ps}/\varepsilon > 1.25$, the number of branched points in the string-like clusters increase and eventually we observe the sheet formation. The resulting $g(r)$ and $S(q)$ trends with nanoparticle solvation variation is presented in Fig. 5. Our results suggest that the sheet formation requires a delicate balance of solvation between the nanoparticles and counter-ions.

To better quantify the boundaries between the different morphologies, we use the Wendt-Abraham parameter $R_{WA} = g_{\text{min}}/g_{\text{max}}$, where $g_{\text{min}}$ and $g_{\text{max}}$ are, respectively, the values of $g(r)$ at its first minimum and its first maximum. This metric is often used to identify the glass transition temperature in atomic and colloidal systems.

$R_{WA}$ as a function of the counter-ion solvent affinity $\varepsilon_{cs}$ for nanoparticle solvent affinity $\varepsilon_{ps}/\varepsilon = 1.0$. The symbols and highlighted regions correspond to different morphologies as described in Fig. 2. The dashed line represents the threshold $R_{WA} \approx 0.14$ for which it often used to identify the glass transition temperature in atomic and colloidal systems.

The dashed line represents the threshold $R_{WA} \approx 0.14$ for which it often used to identify the glass transition temperature in atomic and colloidal systems.

The formation of clusters of isolated nanoparticles in the form of compact clumps, linear and branched chains of particles and sheets is a phenomenon prevalent at low nanoparticle concentrations and new structures can be expected to arise at higher nanoparticle concentrations. At higher nanoparticle concentrations at which $\varepsilon_{cs}/\varepsilon \gtrsim 1.1$ and/or $\varepsilon_{ps}/\varepsilon \gtrsim 1.1$, we observe the nanoparticle clusters to become bigger in size and eventually percolate, leading to the formation of ‘void’ regimes. The voids are occupied by the solvent, but are nearly devoid of charged particles. We show a representative particle configuration in this “concentrated” charged nanoparticle regime in Fig. 7. Preliminary results show that the average size of the void regions, which are apparently stable, become smaller with increasing nanoparticle concentration. Similar void regimes, including their tunability with particle concentrations, were observed by Ise, Hashimoto, and coworkers in their studies of sub-micro sized and highly charged colloidal particle suspensions. We have observed analogous voids in simulations of charged polyelectrolyte chains in which the solvent has high affinity for the counter-ions. In future work, we plan to study this “swiss cheese” morphology of charged colloidal suspensions to determine the forces and dynamical effects that underlie cavity formation and structure. It is emphasized that the present

FIG. 6. Wendt-Abraham parameter, $R_{WA}$, as a function of the counter-ion solvent affinity $\varepsilon_{cs}$ for nanoparticle solvent affinity $\varepsilon_{ps}/\varepsilon = 1.0$. The symbols and highlighted regions correspond to different morphologies as described in Fig. 2. The dashed line represents the threshold $R_{WA} \approx 0.14$ for which it often used to identify the glass transition temperature in atomic and colloidal systems.

FIG. 7. Typical snapshots of nanoparticle solutions at different nanoparticle volume fractions, $\varphi$. Additionally, snapshots corresponding to two different solvent affinities are also presented. The solvent (neutral) particles are rendered invisible for clarity.
work focus at relatively low nanoparticle concentration regime.

IV. CONCLUSIONS

Professors Ise and Hashimoto, following in the footsteps of Langmuir and Feynman, made pioneering studies of highly charged particle suspensions with the aim of understanding the origin of the attractive interactions between highly charged particles and interfaces having the same sign, and the diverse practical and theoretical ramifications for this phenomenon. In this work, we have introduced a minimal model of highly charged nanoparticle solutions, where we can vary the relative strength of the dispersion interactions of the nanoparticle and counter-ions with the solvent, to gain insights into the structure of these solutions. We find that the solvation of the counter-ions and nanoparticles can lead to significant changes in the structure of the nanoparticles in the solution, reflecting the emergence of effective attractive interactions between the charged nanoparticles, just as we have seen before in salt-free polyelectrolyte solutions.
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