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Abstract—The wireless devices in cyber-physical systems (CPS) play a primary role in transporting the information flows within such systems. Deploying wireless systems in industry has many advantages due to lower cost, ease of scale, and flexibility due to the absence of cabling. However, industrial wireless deployments in various industrial environments require having the proper models for industrial wireless channels. In this work, we propose and assess an algorithm for characterizing measured channel impulse response (CIR) of time-varying wireless industrial channels. The proposed algorithm performs data processing, clustering, and averaging for measured CIRs. We have deployed a dynamic time warping (DTW) distance metric to measure the similarity among CIRs. Then, an affinity propagation (AP) machine learning clustering algorithm is deployed for CIR grouping. Finally, we obtain the average CIR of various data clusters as a representation for the cluster. The algorithm is then assessed over industrial wireless channel measurements in various types of industrial environments. The goal of this work is to have a better industrial wireless channels representation that results in a better recognition to the nature of industrial wireless communications and allows for building more effective wireless devices and systems.
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I. INTRODUCTION

In future manufacturing systems, wireless communications technology plays an important role in achieving flexibility and scalability through allowing the communications between larger numbers of sensors and actuators and allowing more flexible mobility of equipment. The use of wireless communications in factory automation faces various challenges including the delay and reliability requirements, and the harsh industrial radio frequency (RF) environments [1]. This is due to the effects of noise and interference resulting from the broad operating temperatures, heavy machinery, and vibrations [2]. Moreover, the time-varying effects of moving objects may degrade the performance significantly if not considered [3]. As a result, knowledge of the wireless channel characteristics is essential for designing industrial wireless networks (IWNs).

Many questions are often asked about the best approach to be taken to ensure reliable operations of IWNs [4]. The initial step for industrial wireless deployment is defining objectives clearly by listing the enterprise goals prior to embarking on a wireless enhancement within a factory [5]. The deployment life cycle for an IWN is a generalized process that includes a business case with clearly stated objectives, a survey of the factory and technical requirements, candidate selection, solution design, and deployment [6]. Through IWN deployment, candidate solutions should be identified based on a merit-based selection process. A solution should then be developed, perhaps simulated, and tested. Hence, the radio frequency (RF) environments should be surveyed and modeled in order to assess various candidates and evaluate their performance.

The reliability of the wireless service is mainly affected by the multipath fading in industrial environments [7]. Such fading effects are caused by the multipath reflections on the metal surfaces and the moving objects within the environment. That results in correlated temporal variations in the transmitted signals over the industrial wireless channels [8]. These correlated variations can be captured through studying both the envelope variations stochastic model and the time-varying channel impulse response (CIR). Many works have argued that the fading distribution still follows Rician distribution even with the moving scatters in the environment [9]–[11]. However, this is only true with a large number of moving scatters which is not valid in field measurements [7]. On the other hand, obtaining an average CIR to model the correlated temporal variations cannot be performed over all the time-varying CIRs because of the different characteristics of these channels over time. However, these CIRs can be grouped, if possible, in order to obtain a CIR representation of each of these groups to model the correlated fading of the industrial wireless channels.

In order to evaluate various CIR averages of time-varying industrial environments, CIR matching can be used to obtain
groups of similar CIRs. The CIR is a time series that its
shape is affected by the propagation delay and various multi-
path components in the environment. Dynamic time warping
(DTW) is a robust method used generally for calculating the
similarity between various time series that are not aligned and
affected by different compression and stretching effects [12].
On the other hand, Affinity propagation (AP) is a clustering
algorithm which does not require the number of clusters in
advance and offers an exemplar time series to represent each
of the obtained clusters. Hence, it has been selected for CIR
clustering and representation. Moreover, AP has been widely
used in many applications [13] where it has proved to achieve
the above mentioned goals adequately.

In this paper, we deploy the AP clustering scheme using
DTW as a similarity measure for industrial wireless CIRs.
The algorithm is assessed over the NIST measured CIRs in
three different industrial environments [1]. Data preparation,
before applying the clustering algorithm, has been performed
including initial propagation delay alignment, filtering, and
normalization. Later, similarity measures are evaluated, clus-
ters are generated, and their average CIRs are presented.

The rest of the paper is organized as follows. Sec. II briefly
discusses the related work. Sec. III describes the CIR data
and identifies the required output of the clustering. Sec. IV
explains in detail the proposed clustering scheme including the
data preparation, similarity measure calculation, and cluster
representation. Sec. V shows the obtained results. Finally,
Sec. VI concludes the paper.

II. RELATED WORK

Many measurement campaigns have been performed for
various industrial environments to capture the characteristics
of industrial wireless channels. Examples of these campaigns
and their findings can be found in [1], [14]–[21] and the
references therein. The National Institute of Standards and
Technology (NIST) conducted RF propagation measurements
at three selected sites of different classes of industrial en-
vironments. The CIRs for various measurement points are
collected and used to obtain various metrics such as the
path loss, delay spread, and K factor for various industrial
wireless settings [1]. The focus of the works, [14]–[17], was
studying the path loss and the envelope variation with various
industrial environments. It was shown that heavy clutters lead
to increased path loss and the envelope in line-of-sight (LOS)
environments follows a Rician distribution. In [18]–[21], the
power delay profiles of the measured channels are analyzed
to optimize the transmitted signals and to study the CIR
distribution. It was shown that the Saleh-Valenzuela model
can describe CIRs in certain industrial factory halls as in Ref.
[21]. However, the average CIR or the power delay profile
to characterize industrial environments is only evaluated by a
few works in the literature and for a stationary setting of the
industrial environment.

DTW has been applied for various applications such as face
detection, clustering, and many others [22]–[24]. Moreover,
DTW is shown to improve the performance of time series
clustering processes [25], [26].

By studying the similarity between CIRs, groups of ho-
monic CIRs can be created and averaged in order to
better represent their characteristics. Time series clustering
is the process of finding the most homogeneous groups that
are as distinct as possible from other clusters [27]. Various
categories of clustering can be used in time series clustering
including feature-based and shape-based clustering [28]. In
feature-based clustering, a set of features are extracted from
the time series and the clustering algorithm is performed
over these features [29]. Various approaches for shape-based
time series clustering can be used after defining the adequate
similarity measure. Examples of clustering algorithms include
the classical K-means algorithm and the K-Nearest Neighbor
(KNN) algorithm [30]. Both these algorithms need the number
of the clusters to be specified in advance which cannot be done
in the CIR clustering problem.

III. PROBLEM FORMULATION

In this section, we describe the available data and measure-
ment sites. Three industrial sites with different characteristics
are included in this study. We then focus on the goal of
this work where we relate the measurement characteristics to
the clustering process and the cluster representation. We also
clarify the challenges in the data representation and the need
for machine learning clustering in order to obtain the required
data representation.

A. Measurement Environments

Measurements are taken at various industrial locations with
different properties in order to study the effects of these
environments on the RF propagation. A brief description is
given in this work to motivate the proposed scheme and assess
its performance. However, the details of the measurements can
be found in [1].

The first environment is an automotive factory with dimen-
sions of over 400 m x 400 m and the height is approximately
12 m. It contains both machines in open areas and enclosed
spaces which are used to store factory inventory of small parts
and tools. The factory was dense with tall metallic machines
and concrete walls. The second environment is a steam plant
with outer dimensions of 25 m x 50 m and a height of 7.6 m.
The walls are made of metal, concrete, and glass. Finally,
measurements were taken in a small machine shop
with outer dimensions of 25 m x 50 m and a height of 7.6 m.

B. Measured Data

The CIR data, which was collected in the various industrial
environments, was generated by deploying a channel sounder.
The channel sounder supports a 250 MHz instantaneous band-
width and was used at a center frequency of 2.25 GHz. The
center frequency was selected to have no interference from
local wireless devices at the 2.4 GHz band while having
similar propagation characteristics to this band. The sounder is
synchronized by having two rubidium clocks at the transmitter and receiver which ensure that drift between samples is small enough for accurate delay resolution of the multipath components and also allows for measurement of the absolute timing between transmitter and receiver. Mobile measurements were conducted by moving the RF receiver along a planned route at a constant speed. By taking different routes and reaching various locations in the industrial environments, it was possible to represent many classes of industrial channels.

The sounder produced a pseudo-noise (PN) sequence which was processed using cross-correlation calculations to produce the CIR for each record. These CIRs were stored with their associated Cartesian coordinates and time information. Then, the significant samples were kept by using a threshold criterion which required retaining samples 10 dB above the computed noise floor and within 30 dB from the CIR peak power. Finally, an iterative Grubbs test was used to detect single sample outliers and remove them using the code provided in [31].

C. Clustering Problem

The purpose of the proposed algorithm is to divide any set of CIRs into different groups, with highest within-group similarities and lowest among-groups similarities. Although this is the general purpose of any clustering problem, this problem includes unaligned time series clustering to an unknown number of clusters to obtain a representative CIR for each cluster. The input data is a set of thousands of CIRs at each industrial environment with each of these CIRs having thousands of samples with a 4 ns sampling rate. These CIRs are measured at different locations and have different propagation delays. The CIRs are also affected by various time-varying RF reflectors. Hence, the similarity measure should capture the shape of the CIR including time shifts, compression, and stretching. Depending on the environment characteristics, the number of output groups can be different in each location.

IV. AP-BASED CIR CLUSTERING

In this section, we explain the various steps performed to achieve cluster representation for CIR measurements using DTW distance measure and AP clustering scheme. The process block diagram is shown in Fig. 1. We investigate the functions of each block in the following subsections.

A. Data Cleaning, Alignment, and Normalization

The initial stage is the data preparation where the measured CIRs are processed to be ready for the following stages. The details of the data preparation are shown in [1]. We start by removing statistical outliers of the CIR data through an iterative Grubbs test to detect outliers and remove them using the code provided in [31].

The initial alignment is performed to remove the propagation delay impact on the CIR data and to facilitate the process of calculating the DTW distance measure. The CIR start is determined by a threshold criterion in which the CIR starts by the first sample of 10 dB above the noise floor and 30 dB from the CIR peak power. Although initial alignment is performed, DTW distance measure is still needed to capture more precise distance among CIRs.

The final phase of this stage is the CIR energy normalization. In this phase, the amplitude of the CIR samples is scaled in order to have a total of unit energy. The CIR discrete time series is denoted by \( x(t) \). The normalized version is evaluated as follows

\[
\hat{x}(t) = \frac{x(t)}{\sqrt{\sum_{\tau=1}^{T} x^2(\tau)}}, \quad 1 \leq t \leq T, 
\]

where \( t \) is the sample index and \( T \) is the total number of samples per CIR.

B. Data Filtering

A low-pass filter is used in order to remove the impact of high-frequency changes in the CIR which mainly results from erroneous samples in the CIRs due to hardware-related issues. An example of the filter impact on the CIRs is shown in Fig. 2. We have deployed a Butterworth low pass filter with cut off frequency 125 MHz.
C. Dynamic Time Warping Calculation

DTW is a non-linear measure to define a distance between two time series [26]. The two series \( x_1(t) \) and \( x_2(t) \) are defined by their samples \( x_1(1), x_1(2), ..., x_1(T) \) and \( x_2(1), x_2(2), ..., x_2(T) \), respectively. To evaluate the DTW distance between them, we start by building a \( T \times T \) matrix where the \((i, j)\)th element of the matrix corresponds to \( d(i, j) = (x_1(i) - x_2(j))^2 \). To find the distance between the two time series, the best match between the samples is evaluated by finding the path through the matrix to minimize the distance between them. The minimum cumulative path between the two series is selected as the DTW distance as follows:

\[
\text{DTW}(x_1(t), x_2(t)) = \min_{w \in P} \sum_{k=1}^{K} d_{w_k},
\]

where \( P \) is the set of all possible paths, \( w_k \) is position \((i, j)\) at the \( k \)th segment of the path, and hence \( d_{w_k} \) is evaluated by \( d(i, j) \) for the corresponding position, and \( K \) is the path length.

D. Affinity Propagation Clustering

AP clustering is based on the message passing concept and it does not require prior determination for the number of clusters. At the beginning, each time series is regarded as a cluster exemplar where the time series compete to continue as exemplars while others join the clusters. The responsibility message \( r_{mn} \) represents the message from the \( n \)th time series to the candidate cluster center \( m \) to describe the appropriateness of the \( n \)th time series as a cluster center to the \( m \)th time series. However, the availability \( a_{mn} \) is the message from the \( n \)th time series to describe the appropriateness of the \( n \)th time series to join the cluster [13]. Using the DTW measure between the \( m \)th and \( n \)th time series, the messages are computed as follows:

\[
r_{mn} = \frac{a_{mn}}{\sum_{n' \neq n} a_{mn'}} - \frac{\max(a_{mn}, DTW(x_m(t), x_n'(t)))}{\sum_{n' \neq n} \max(0, r_{m'n})}, m \neq n,
\]

\[
a_{mn} = \begin{cases} 
0, & \text{if } m = n, \\
\min \left\{ 0, r_{nn} + \sum_{m' \neq m, n} \max(0, r_{m'n'}) \right\}, & m \neq n.
\end{cases}
\]

E. Cluster Representation

Two schemes can be used for cluster representation in this work. First, CIR averaging is the scheme where all the CIRs in a cluster are averaged together given that these CIRs are already aligned in the first stage of the algorithm. Second, we can use the cluster exemplar to represent the corresponding cluster. The cluster exemplar is not exactly the average of the CIRs, but the data point that has been selected by all the time series in the cluster as the cluster exemplar during the iterations of the AP clustering scheme. In the results section, we use the CIR averaging to represent the resulting clusters.

V. RESULTS

In this section, we present examples of cluster representations using the proposed algorithm. We deploy the proposed algorithm in three data sets at three different environments as shown in [1]. We have deployed the (fastdtw) algorithm for an efficient implementation of the DTW distance calculation [32]. We have used the Scikit-learn implementation for the AP clustering algorithm with maximum iterations of 200 and a damping coefficient of 0.5 [33]. In this paper, we evaluate the CIR averages at various clusters to characterize the channel. We compare these averages to the simple approach of averaging all the measured CIRs at a specific scenario to justify the importance of the proposed algorithm. Further, we discuss future extensions for the proposed algorithm.

The first set of results is generated using the measured CIRs at the automotive factory which is characterized by reflective metals, machine canyons, and overhead robot gantry systems. By averaging all the measured CIRs in the environment as shown in Fig. 3, the environment can be characterized as a LOS environment with a relatively large delay spread, which is not correct because the environment has many locations of non-LOS (NLOS) channels.

Fig. 3. The average CIR of all the measured CIRs at the Automotive factory.
In Fig. 4, we show the representation of the four resulting clusters by applying our proposed cluster representation algorithm. There are four groups of channels that can be described as follows: Cluster 1 represents NLOS CIRs with large delay spread, Cluster 2 is composed of LOS channels with other high amplitude reflections which still make a large delay spread, Cluster 3 has LOS CIRs with a small delay spread resulting from few and low magnitude reflections, and Cluster 4 has a larger delay spread than Cluster 3 but still is a LOS cluster with a high K-factor. Associating these CIR averages with the industrial environments can give a better representation for the CIR channels in these environments. We present the portions of the measured CIRs in the clusters in Fig. 5. This chart presents the percentage of CIRs that are represented by each of the cluster averages shown in Fig. 4. It can be shown that the NLOS CIRs are almost 41% and hence the initial representation by averaging all the CIRs has mischaracterized the environment by neglecting the impact of these 41% of the CIRs.

Similarly in Figs. 6, 7, and 8, we show the CIR average in the steam plant for all the measured channels, the resulting cluster averages, and the clustering portions of the CIRs, respectively. The average CIR for all the measured channels does not offer much information about the environment. However, the resulting cluster average CIRs show that there are two clusters of NLOS behavior with high reflections, namely, Clusters 1 and 4. In the steam plant environment, there are more reflections with higher magnitude resulting from the existence of big metallic boilers on the factory floor. Clusters 2 and 3 contain LOS channels with high K-factor where the main difference is that the CIRs in Cluster 3 have a large magnitude reflection component very close to the LOS component which increases the delay spread slightly. Fig. 8 shows that Cluster 2 which does not have high reflections represents only 27% of the total CIRs, while the rest of the CIR groups contain at least one high reflection component.
Finally in Figs. 9, 10, and 11, we have shown that the CIR average in the machine shop for all the measured channels, the resulting cluster averages, and the clustering portions of the CIRs, respectively. Although, the average CIR in Fig. 9 looks similar to the average CIR in both the automotive factory and the steam plant, the cluster representation shows that this machine shop has more chance to have LOS channels. A smaller delay spread compared to the other environments can be found in all the clusters including Cluster 4 with NLOS channels. From the clustering portions chart, the LOS CIRs represent 66% of all the CIRs in the machine shop which is expected in such an environment with relatively small machines.

The algorithm helps in characterizing measured CIRs and obtaining suitable representation for reusing the measured CIRs. The proposed algorithm has been tested on measured data from three different industrial environments. We have shown that cluster representation can carry more information about the environments including the amount of reflectors and existence of LOS. We plan to work further in associating various cluster elements with their location information in order to have a better understanding of industrial environment impact on RF propagation. By having a better understanding on the behaviors of CIRs, more effective RF receivers can be designed and built for more reliable industrial wireless communications.

**DISCLAIMER**

Certain commercial equipment, instruments, or materials are identified in this paper in order to specify the experimental
procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best available for the purpose.
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